Fluorescence, temperature and narrow-band indices acquired from a UAV platform for water stress detection using a micro-hyperspectral imager and a thermal camera
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**Abstract**

The remote detection of water stress in a citrus orchard was investigated using leaf-level measurements of chlorophyll fluorescence and Photochemical Reflectance Index (PRI) data, seasonal time-series of crown temperature and PRI, and high-resolution airborne imagery. The work was conducted in an orchard where a regulated deficit irrigation (RDI) experiment generated a gradient in water stress levels. Stomatal conductance ($G_s$) and water potential ($\Psi$) were measured over the season on each treatment block. The airborne data consisted on thermal and hyperspectral imagery acquired at the time of maximum stress differences among treatments, prior to the re-watering phase, using a miniaturized thermal camera and a micro-hyperspectral imager on board an unmanned aerial vehicle (UAV). The hyperspectral imagery was acquired at 40 cm resolution and 260 spectral bands in the 400-885 nm spectral range at 6.4 nm full width at half maximum (FWHM) spectral resolution and 1.85 nm sampling interval, enabling the identification of pure crowns for extracting radiance and reflectance hyperspectral spectra from each tree. The FluorMOD model was used to investigate the retrieval of chlorophyll fluorescence by applying the Fraunhofer Line Depth (FLD) principle using three spectral bands (FLD3), which demonstrated that fluorescence retrieval was feasible with the configuration of the UAV micro-hyperspectral instrument flown over the orchard. Results demonstrated the link between seasonal PRI and crown temperature acquired from instrumented trees and field measurements of stomatal conductance and water potential. The sensitivity of PRI and $T_c$-Ta time-series to water stress levels demonstrated a time delay of PRI vs $T_c$-Ta during the recovery phase after re-watering started. At the time of the maximum stress difference among treatment blocks, the airborne imagery acquired from the UAV platform demonstrated that the crown temperature yielded the best coefficient of determination for $G_s$ ($r^2 = 0.78; p < 0.05$) and $\Psi$ ($r^2 = 0.34; p < 0.001$). Among the narrow-band indices calculated, the PRI$_{515}$ index (reference band = 515 nm) obtained better results than PRI$_{570}$, with $r^2 = 0.59$ ($p < 0.01$) for $G_s$, and $r^2 = 0.38$ ($p < 0.001$) for $\Psi$. The BGI index calculated from the blue ($R_{400}$) and green ($R_{550}$) bands resulted on the highest significance levels ($p < 0.001$) for both $G_s$ ($r^2 = 0.62$) and $\Psi$ ($r^2 = 0.49$). Of the structural indices assessed, RDVI, MTVI and TVI showed greater sensitivity for $G_s$ ($r^2 = 0.66; p < 0.01$) and $\Psi$ ($p < 0.001$) than NDVI. Chlorophyll fluorescence calculated from the micro-hyperspectral imagery with the FLD3 method tracked stress levels, obtaining $r^2 = 0.67$ ($p < 0.05$) with stomatal conductance, and $r^2 = 0.66$ ($p < 0.001$) with water potential. The work presented in this manuscript demonstrates the feasibility of thermal, narrow-band indices and fluorescence retrievals obtained from a micro-hyperspectral imager and a light-weight thermal camera on board small UAV platforms for stress detection in a heterogeneous tree canopy where very high resolution is required.

© 2011 Elsevier Inc. All rights reserved.

1. Introduction

Water deficits occur in plants when evaporative demand exceeds the supply of water in the soil (Slatyer, 1967). It has long been found that short-term water deficits may affect growth processes (Hsiao et al., 1976), and therefore early detection of water stress is important. Water stress also induces stomatal closure, which reduces the transpiration rate, thus decreasing evaporative cooling and increasing leaf temperature. The increase in leaf and canopy temperatures was first suggested in the 1960s as a method of tracking water stress using thermal infrared thermometers (Fuchs and Tanner, 1966; Idso et al., 1978; Idso et al., 1981; Jackson, 1982; Jackson et al., 1977a, 1977b; Jackson et al., 1981; Tanner, 1963). More recently, Sepulcre-Cantó et al. (2006, 2007) demonstrated that high-resolution airborne thermal imagers flown over orchard crops detected small canopy temperature differences linked to water stress levels. Later, Berni et al. (2009a) generated maps of tree canopy conductance ($G_c$) in orchards by applying a model based on canopy temperature...
estimated from high resolution airborne imagery, using as inputs net radiation and aerodynamic resistance as a function of wind speed and canopy structure.

Nevertheless, monitoring of plant water status is critical not only for early detection of stress, but also to enable the application of deficit irrigation (DI) techniques (Fereres and Soriano, 2007) with the degree of precision needed. Generally, when DI methods are correctly applied in many fruit tree species, yield and fruit size are not affected (Girona, 2002), while some quality parameters are increased and water is saved (Crisosto et al., 1994; Fereres and Soriano, 2007; Girona et al., 2003; Mills et al., 1994).

Even though canopy temperature is considered reliable as a proxy for plant water status monitoring (Jackson, 1982), there are physiological and remote sensing operational issues that support the development of new water-stress sensitive indices based on the visible and near infrared spectral regions (Suárez et al., 2009, 2010). On the physiology side, in some crop plants the diurnal patterns of stomatal conductance are such that the relationships between canopy temperature and stress levels are not clear-cut. This is the case of citrus trees in semi-arid areas, where high vapor pressure deficits induce a continuous decline in leaf conductance from the early morning hours, even when trees are well supplied with water (Fereres et al., 1979; Hall et al., 1975; Villalobos et al., 2008). The level of stomatal conductance thus interacts with the evaporative demand and internal water status of the tree to determine tree canopy temperature. On the operational side, monitoring of large agricultural fields of tree and vineyard crops, generally planted in grids and therefore affected by soil background and shadows, requires high spatial resolution and short revisit periods (Berni et al., 2009b). The satellite thermal imagery currently available is limited to Landsat TM and ASTER sensors, yielding 120 m and 90 m, respectively. In such cases, monitoring of water stress is potentially suitable for regional scales only when canopy heterogeneity is accounted for (Moran et al., 1994). Nevertheless, modeling methods conducted with DART 3D simulation for orchards demonstrated the large effects due to soil and shadow components on the aggregated thermal pixel as a function of planting grid and soil temperature variations (Sepulcre-Cantó et al., 2009), making it difficult to monitor stress levels even for the extreme conditions in discontinuous orchards.

Two pre-visual indicators of water stress proposed in the literature are the Physiological Reflectance Index (PRI) (Gamon et al., 1992), an index sensitive to the epoxidation state of the xanthophyll cycle pigments and to photosynthetic efficiency, serving as a proxy for water stress detection (Péguero-Pina et al., 2008; Suárez et al., 2008, 2009, 2010; Thenot et al., 2002), and the solar-induced chlorophyll fluorescence emission (Flexas et al., 1999, 2000, 2002; Moya et al., 2004) due to the link demonstrated between steady-state chlorophyll fluorescence and stomatal conductance. Although PRI was initially proposed as an indicator of the de-epoxidation state of the xanthophyll pigments and related to photosynthesis, recent studies demonstrate the sensitivity of this index for vegetation stress detection (Péguero-Pina et al., 2008; Suárez et al., 2009, 2010, 2008; Thenot et al., 2002). Therefore, PRI could be used for water stress detection as an alternative to thermal measurements, enabling the use of high spatial resolution capabilities that are more difficult in the thermal region.

The other pre-visual water stress indicator is chlorophyll fluorescence, as several studies demonstrated its link with photosynthesis and other plant physiological processes (Krause and Weis, 1984; Larcher, 1994; Lichtenthaler, 1992; Lichtenthaler and Rinderle, 1988; Papageorgiou, 1975; Schreiber and Bilger, 1987; Schreiber et al., 1994). Steady-state chlorophyll fluorescence (Fs) has received less attention than other fluorescence measures, but its potential as a physiological indicator of stress using remote sensing methods has been recently emphasized (Soukupová et al., 2008), along with increasing scientific interest during the past five years. Nevertheless, retrieval of the fluorescence signal is very challenging since the contribution to the radiance signal is estimated to be about 2–3%. Several methods have been reported to extract the fluorescence signal at the leaf and canopy levels (Meroni et al., 2004, 2008a, 2008b; Moya et al., 2004), which demonstrated the feasibility of fluorescence retrieval using the O2-A band feature. Additional experiments conducted at 0.065 nm FWHM resolution using ratios between the 757 nm (out) and 760 nm (in) bands (Pérez-Priego et al., 2005) showed good diurnal relationships between fluorescence and water stress levels at the canopy scale.

Nevertheless, little work has been conducted for validation purposes at the airborne scale due to the lack of appropriate imagery at high spatial and spectral resolutions. Recent work (Zarco-Tejada et al., 2009) applied the in-filling method to a 1 nm FWHM multispectral imagery acquired over peach, orange and olive orchards for water and nutrient stress detection. A thorough review of fluorescence detection methods can be found in Meroni et al. (2009), where the methodologies for fluorescence retrieval as a function of the type of instrument and number of bands available are discussed. Among these research objectives, a recent study assessed the impact of spectral sensor configurations on the Fraunhofer Line Depth (FLD) retrieval accuracy (Damm et al., 2011). A modeling work was used to study the effects of the spectral sampling interval, spectral resolution, signal to noise ratio, and spectral shift on the accuracy of the Fs retrievals using three FLD methods available. Results indicated the superior performance of the FLD3 method, the critical impact of the signal to noise ratio of the instrument used, and the feasibility for Fs retrievals with sensor configurations of 5 nm spectral resolution and small sampling intervals.

Although PRI, fluorescence and canopy temperature have been proposed for water stress detection, their use has not been assessed over an entire season. In addition, the sensitivity of both temperature and PRI measured at the tree crown level needs further study, including an assessment for a new index formulation for PRI using the 515 nm wavelength as a reference band (Hernández-Clemente et al., 2011). The research reported here used continuous leaf and crown measurements of temperature and PRI during a citrus experiment to assess the seasonal variations in water stress levels. In addition, a micro-hyperspectral imager and a thermal camera were installed on board an unmanned aerial vehicle (UAV), and the imagery used to extract pure crown temperature, radiance and reflectance spectra to estimate chlorophyll fluorescence, visible ratios and structural indices for water stress detection. The Vegetation Fluorescence Canopy Model

<table>
<thead>
<tr>
<th>Species</th>
<th>Treatments</th>
<th>Irrigation strategy</th>
<th>Withheld period</th>
<th>Irrigation dose</th>
<th>Continuous monitoring</th>
<th>During flights (09/14)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mandarin</td>
<td>Field</td>
<td>Sustained</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100ET</td>
<td>Regulated</td>
<td>Full requirements</td>
<td>06/23 to 08/31</td>
<td>100% ET</td>
<td>Ψ, Gs</td>
<td>Leaf and canopy PRI, Tf, Ψ, Gs</td>
</tr>
<tr>
<td>RDI1</td>
<td>Regulated</td>
<td></td>
<td></td>
<td>37% ET during RDI period, later: 100% ET</td>
<td>Ψ, Gs</td>
<td>Leaf and canopy PRI, Tf, Ψ, Gs</td>
</tr>
<tr>
<td>Orange</td>
<td>Field</td>
<td>Sustained</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100ET</td>
<td>Regulated</td>
<td>Full requirements</td>
<td>06/23 to 09/15</td>
<td>100% ET</td>
<td>Ψ, Gs</td>
<td></td>
</tr>
<tr>
<td>RDI1</td>
<td>Regulated</td>
<td></td>
<td></td>
<td>37% ET during RDI period, later: 100% ET</td>
<td>Ψ, Gs</td>
<td></td>
</tr>
<tr>
<td>RDI2</td>
<td>Regulated</td>
<td></td>
<td></td>
<td>50% ET during RDI period, later: 100% ET</td>
<td>Ψ, Gs</td>
<td></td>
</tr>
<tr>
<td>RDI2</td>
<td>Regulated</td>
<td></td>
<td></td>
<td>50% ET during RDI period, later: 100% ET</td>
<td>Ψ, Gs</td>
<td></td>
</tr>
</tbody>
</table>
(FluorMOD) (Miller et al., 2004), a linked leaf model FluorMODleaf (Pedrós et al., 2004, 2008), and a canopy model FluorSAIL (Verhoef, 2004) were used to simulate canopy fluorescence and scattered radiance. Although the model requires further validation and refinement, FluorMOD was used as a tool for understanding the effects of the spectral bandwidth of the airborne sensor used to image the orchard for the retrieval of fluorescence through the FLD method.

2. Materials and methods

Field measurements were carried out during the 2010 irrigation season (from June through October) in a commercial citrus orchard, including leaf stomatal conductance (Gs), water potential ($\Psi$), and continuous point measurements of crown temperature and PRI. High resolution thermal and hyperspectral imagery was collected over the citrus orchard in September 2010 to assess the sensitivity of vegetation indices and canopy temperature for water stress detection.

2.1. Field experiments and airborne campaigns

2.1.1. Field data collection

The study was carried out in 2010 in two 0.6-ha plots of orange and mandarin trees in a commercial orchard located near La Campana, Seville (Spain) (37.8°N, 5.4°W). The orange trees (Citrus sinensis L. cv. Powell) were planted in 1997 in a 7 m × 4 m grid (358 trees/ha) in deep alluvial soil with a loam to sandy-loam texture. The mandarin (Citrus reticulata Blanco cv. Clemenvilla) orchard was planted in 1997 in a 7 m × 3 m grid. The climate in the area is Mediterranean, characterized by warm, dry summers and cool, wet winters, with an average annual rainfall and ETo (Penman–Monteith) of around 550 and 1300 mm, respectively.
Four irrigation treatments were set up: i) farmer irrigation management (computed according to commercial practices); ii) 100% ET, where irrigation was scheduled to satisfy full (100%) ET requirements (estimated as crop evapotranspiration); iii) Regulated Deficit Irrigation (RDI1), with a deficit irrigation period (dates are shown in Table 1), where only 37% ET was applied; and iv) RDI2, similar to RDI1, but where the level of water application during the deficit irrigation period was 50% ET. Crop evapotranspiration was estimated as a crop coefficient (adapted to local conditions), and ETo was calculated from meteorological data provided by an automatic weather station located 10 km from the orchard. Each treatment was applied to individual plots of 12 trees and repeated four times. Table 1 lists the treatments, irrigation periods and depths, ground data collection and harvest and imagery acquisition dates for the orchard used in this study. Over the growing season, a Scholander pressure bomb (PWSC Model 3000, Soilmoisture Equipment Corp., CA, USA) was used to measure xylem water potential (Ψ) weekly or biweekly around noon on 4 selected trees per treatment. Stomatal conductance was measured on 12 trees using a leaf porometer (model SC-1, Decagon Devices, Inc., Pullman, WA, USA) at the time of the flights. On the same day, the number of water potential measurements was increased to a total of 40 monitored trees, representing a wide range of water stress conditions.

Leaf chlorophyll fluorescence measurements made under natural light conditions were conducted using the Pulse-Amplitude-Modulated Fluorometer PAM-2100 (Heinz Walz GMBH, Effeltrich, Germany), measuring steady-state Fs fluorescence on 8 selected trees, 30 leaves/tree. Fluorescence measurements were conducted at three times over the course of the day from 9.00 h until 15:00 h local time in order to monitor the diurnal variation of Fs for well-watered and water-stressed trees. Leaf PRI measurements calculated as \((R_{570} - R_{531}) / (R_{531} + R_{570})\) (Suarez et al., 2008, 2009, 2010a) were conducted on 4 mandarin trees (two trees under 100% ET irrigation treatment, and two RDI1 water-stressed trees), measuring each date 30 leaves/tree with a PlantPen instrument (Photon Systems Instruments, Brno, Czech Republic) for a total of 9 days from June until late September. Leaf PRI measurements were conducted between 11.00 h and 12.00 h local time on each date.

In addition to the single-date measurements conducted for water potential, stomatal conductance, steady-state chlorophyll fluorescence, and leaf PRI, a total of 8 trees were instrumented with IRR-P thermal sensors (22° half-angle FOV) (Apogee, UT, USA) and 4 canopy PRI sensors (25° FOV) (SKR 1800, Skye Instruments, Powyd, UK), acquiring continuous thermal and PRI crown data (calculated as \((R_{570} - R_{531}) / (R_{570} + R_{531})\)) from May 2010 throughout the entire season in the mandarin and orange orchards. The multispectral Skye sensors were installed in tandem with the IRR-P thermal sensors, both targeting the same crown spots and acquiring at 530 and 570 nm bands with a 10 nm FWHM bandwidth. An additional PRI sensor was installed in the field for continuous measurement of downwelling irradiance using a cosine diffuser. The measurements were acquired at a rate of 1/s and were aggregated to store the mean value at 5-minute intervals in dataloggers installed in the field (model CR10X, Campbell Sci., UT, USA). Air temperature \((T_a)\) data were measured continuously in the field with a Vaisala Weather Transmitter (model WXT510, Vaisala Oyj, Helsinki, Finland) installed in the study site 1 m above the trees.

The single-band infrared temperature (IRT) sensors covered the 6.5-14 μm range, and were assessed both in the laboratory and under natural sun conditions to characterize the IRT response to diurnal temperature variation (Sepulcre-Cantó et al., 2006), yielding errors within the accuracy limits of the instrument, ±0.4 °C, over a 5.5 °C to 40 °C range. All upwelling and downwelling instruments were calibrated in the laboratory using a uniform calibration board (integrating sphere, CSTM-US 2000C Uniform Source System, LabSphere, NH, USA) and a radiance calibration was conducted at noon twice on each of the four upwelling PRI sensors using three lambertian panels of 2% (black), 50% (gray) and 98% reflectance (white) (LabSphere, NH, USA). The aim was to ensure a proper radiance calibration over the season and to test the linearity of the instruments under natural light conditions.

### 2.1.2. Airborne campaigns

An unmanned aerial vehicle (UAV) platform for remote sensing research was developed at the Laboratory for Research Methods in Quantitative Remote Sensing (QuantaLab, IAS-CSIC, Spain) to carry a payload with thermal and hyperspectral imaging sensors (Berni et al., 2009b; Zarco-Tejada et al., 2008). The UAV consisted of a 5-m wingspan fixed-wing platform capable of carrying a 3 kg payload for 1.5 h endurance at 13.5 kg take-off weight (TOW) (Viewer, ELIMCO, Seville, Spain). The UAV was controlled by an autopilot for autonomous flight (AP04, UAV Navigation, Madrid, Spain) to follow a flight plan using waypoints. The autopilot consists of a dual CPU controlling an integrated Attitude Heading Reference System (AHRS) based on a L1 GPS board, 3-axis accelerometers, yaw rate gyro and a 3-axis magnetometer (Berni et al., 2009b). Communication with the ground was conducted through a radio link where position, attitude and status data were transmitted at 20 Hz frequency; this also acted as a communication link for the operation of remote sensing hyperspectral and thermal cameras on board the UAV.

The hyperspectral imager installed on board the UAV was a micro-hyperspectral camera (Micro-Hyperspec VNIR model, Headwall...
Photonics, MA, USA) flown in the spectral mode of 260 bands at 1.85 nm/pixel at 12-bit radiometric resolution, yielding an FWHM of 3.2 nm with a 12-micron slit, and 6.4 nm with a 25-micron slit. Data acquisition and storage on board the UAV was set to 50 fps, and integration time was 18 ms. The current system operated by QuantaLab IAS-CSIC (Spain) is capable of acquiring 320 bands in the 400-1000 nm region, although the campaign described here was flown with 260 bands in the 400–885 nm region due to storage and data rate limitations at the time of the campaign. The 8-nm optics focal length yielded an IFOV of 0.93 mrad, an angular FOV of 50°, obtaining a swath of 522 m at 53 × 42 cm resolution, resampled to 40 cm for a flight conducted at 575 m AGL altitude and 75 km/h ground speed. The airborne campaign over the orchard consisted on flightlines acquired in the solar plane at 11:00 am local time on September 14th 2010, acquiring both hyperspectral and thermal imagery.

The hyperspectral imager was radiometrically calibrated using coefficients derived from measurements made with a calibrated uniform light source (integrating sphere, CSTM-USS-2000C Uniform Source System, LabSphere, NH, USA) at four different levels of illumination and six different integration times. Hyperpectral imagery was atmospherically corrected using the total incoming irradiance and six different integration times. Hyperspectral imagery was developed to match the output from the MODTRAN complex radiative transfer model has been previously used in other studies to perform the atmospheric correction of narrow-band multispectral imagery, such as in Berni et al. (2009b) and Suárez et al. (2010). The output irradiance at 0.5 and 1 nm spectral bandwidth from SMARTS has been used as a reference irradiance spectra for solar energy studies (Gueymard et al., 2002) and available at http://www.nrel.gov (Gueymard, 2005).

An inertial measuring unit (IMU) installed on board the UAV synchronized with the hyperspectral image was used to ortho-rectify the imagery using PARGE (ReSe Applications Schläpfer, Wil, Switzerland) (Fig. 1a). The orchard study site used for field data collection can be seen in Fig. 1b. The high resolution hyperspectral imagery acquired over the orchard enabled single tree identification for field validation purposes (Fig. 1c), successfully separating pure crown from shaded and sunlit soil reflectance. Each single pure tree crown from the entire orchard was identified using automatic object-based crown-detection algorithms, enabling the extraction of average crown reflectance (Fig. 2a) and reflectance (Fig. 2b) for the 260 spectral bands acquired over the entire orchard. Each extracted crown was labeled as a function of the water stress treatment block (Fig. 3a), and each single crown spectrum was used for the analysis conducted through crown-level vegetation index calculation (Fig. 3c).

The two central trees of each irrigation treatment block (a total of 32 trees) plus 8 additional selected trees (40 trees in total) were used for water potential measurements conducted on the date of the airborne flight over the orange study site, September 14, 2010. The data extracted from each single crown using the hyperspectral reflectance imagery were used to calculate indices related to: i) epoxidation state of the xanthophyll cycle (EPS); ii) chlorophyll a+b concentration; iii) blue/green/red ratio indices; iv) carotenoid concentration; and v) tree crown structure. The xanthophyll pigment indices were the Photochemical Reflectance Index (PRI) calculated with the 570 nm band as a reference (PRI_{570}) (Gamon et al., 1992) and with the 515 nm band as

![Fig. 3](image-url) Sixteen experimental irrigation blocks designed for well-watered (100%ET) and regulated deficit irrigation (RDI) schemes used for pure crown radiance and reflectance extraction (a) from the micro-hyperspectral imagery acquired at 40 cm resolution and 260 bands at 6 nm FWHM (c). The same experimental field was imaged using a high resolution thermal camera acquiring at 40 cm pixel size (b), enabling the extraction of pure tree crown temperature from each irrigation block (d).
a reference (PRR515) shown to minimize structural effects (Hernández-Clemente et al., 2011). The chlorophyll a+b indices consisted of the R750/R710 (ZM) (Zarco-Tejada et al., 2001), Vogelmann (VOGI = R740/R720) (Vogelmann et al., 1993), and the family of indices based on the CARI index (TCARI = 3 · [(R700 − R670) − 0.2 · (R700 − R550) · (R700/R670)]) normalized by OSAVI ((1 + 0.16) · (R800 − R670)/(R800 + R670 + 0.16)) in the form suggested by Haboudane et al. (2002) (TCARI/OSAVI).

The blue/green/red ratio indices consisted of the Greenness index G (R550/R670), blue/green indices (BGI1 = R400/R550, BGI2 = R450/R550) (Zarco-Tejada et al., 2005) and blue/red indices (BRI1 = R400/R680, BRI2 = R550/R680), and the Lichtenhaler index (LIC3 = R440/R740) (Lichtenhaler et al., 1996). Other indices related to carotenoid concentration were calculated, including the R320/R500, R515/R670, and R515/R760 (see Meggio et al., 2010; Hernández-Clemente et al., 2011, and Zarco-Tejada et al., 2005, for a full review of these indices).

Structural indices were calculated to assess if changes in the tree crown structure due to water stress could be captured by NDVI (R670 − R690)/(R670 + R690) (Rouse et al., 1974), RDVI = (R660 − R670)/(R660 + R670) (Rougean and Breon, 1995), and other ratios such as the simple ratio SR (R680/R670) (Jordan, 1969), MSR = (R660/R680 − 1)/(R660/R680 − 1) (Chen, 1996), the OSAVI index, the triangular vegetation index TVI = 0.5 · [120 · (R750 − R550) − 200 · (R670 − R550)] and the modified triangular index MTVI = 1.2 · [1.2 · (R800 − R550) − 2.5 · (R750 − R550)] (see Haboudane et al., 2004, for a complete review of structural indices developed for robust estimation of LAI in crops).

Radiance spectra for each single tree (Fig. 4a), later used for fluorescence retrieval at each tree crown using the 760 nm O2-A in-filling method, were extracted (Fig. 4b) observing a total of 15 spectral bands within the O2-A feature. Radiance difference and ratio indices based on the in (1762 nm) and out bands (1747 nm; 1780 nm), the integral of the oxygen absorption between bands 747–780 nm, the curvature index (Zarco-Tejada et al., 2000), and the FLD methods using two (FLD2) and three (FLD3) spectral bands were applied to the hyperspectral imagery to estimate the fluorescence signal. A full review of methods to estimate the fluorescence signal using FLD and different spectral fitting methods can be found in Meroni et al. (2010).

The study area was also imaged with a thermal camera to derive surface temperature for each single crown under study (Fig. 3b). The thermal camera used was the Miricel 307 (Thermoteknix Systems Ltd., Cambridge, UK) equipped with a 14.25 mm f/3.3 lens, connected to a computer via USB 2.0 protocol. The image sensor was a Focal Plane Array (FPA) based on uncooled microbolometers with a resolution of 640 × 480 pixels and a spectral response in the range of 8–12 μm, yielding a 25 μm pixel size. The camera delivered uncalibrated 14-bit digital raw images that were stored on board. Radiometric calibration was conducted in the laboratory using blackbodies under varying target and ambient temperatures to develop radiometric calibration algorithms. The sensor implemented an internal calibration for non-uniformity correction (NUC). Thermal images from the study area were acquired at 40 cm pixel resolution, enabling the retrieval of pure crown average temperature from each tree under study (Fig. 3d).

Atmospheric correction methods were applied to the thermal imagery based on the MODTRAN radiative transfer model to obtain surface temperature. Local atmospheric conditions were determined by air temperature, relative humidity and barometric pressure measurements at the time of flight using a portable weather station (Model WX510, Vaisala, Finland) and were used as input into MODTRAN. Atmospheric correction methods conducted with single-band thermal cameras were shown to provide successful estimation of vegetation surface temperature (Berni et al., 2009b).

2.2. Modeling the fluorescence retrieval with FluorMOD

The standard retrieval of chlorophyll fluorescence through the in-filling method uses the canopy radiance (L) acquired from fluoresenting (v) and non-fluorescenting (n) targets in (i) and out (o) of the oxygen feature found at 760.5 nm, defined as L_vio, L_vso, L_nio, L_nso, respectively, to calculate the reflectance (R) and fluorescence (F) signals (Eqs. 1 and 2).

\[ R = \frac{L_v^o - L_n^o}{L_v^i - L_n^i} \]  \hspace{1cm} (1)

\[ F = L_v^i - R \cdot L_n^i \]  \hspace{1cm} (2)

This method was successfully tested at the leaf and canopy levels (Meroni et al., 2004, 2008a, 2008b; Moya et al., 2004) and also using subnanometer resolution at the canopy level for stress detection (Pérez-Priego et al., 2005). The application of this methodology at the image level (Maier et al., 2002; Zarco-Tejada et al., 2009) requires modeling approaches to understand the effects of the instrument spectral resolution and pixel size when aggregating fluorescent and non-fluorescent targets. The effects of the atmosphere are critical for the correct estimation of the absolute fluorescence signal. This is important because both the radiance extracted from pure tree crowns and the irradiance spectra are needed to calculate F, therefore being critical in multi-temporal or diurnal airborne campaigns under changing atmospheric conditions. In this study, the F retrieval for each tree

Fig. 4. Tree crown radiance spectra extracted from the 40 validation trees of the experiment at 40 cm resolution (a) used for fluorescence quantification with the 760 nm O2-A FLD in-filling method. A total of 15 spectral bands at 6.4 nm FWHM within the O2-A feature were acquired (b).
crown was conducted under constant atmospheric conditions for all the monitored trees, playing the atmospheric effects a lower role.

The feasibility for estimating fluorescence with the hyperspectral imagery acquired as part of this study was assessed using the linked leaf-canopy fluorescence model developed as part of the FluorMOD project (Miller et al., 2004). FluorMOD leaf (Pedrós et al., 2004) is a leaf fluorescence and reflectance model linked to FluorSAIL (Verhoef, 2004), a canopy reflectance and fluorescence model that simulates the fluorescence signal at the canopy level (detailed information on the linked leaf-canopy models can be found in Zarco-Tejada et al., 2006). In particular, the FluorMOD model was used in this study to assess the fluorescence retrieval FLD3 in-filling method (bands in L762 nm; L747 nm and L780 nm) as a function of the spectral bandwidth of the hyperspectral instrument flown over the study sites in this study (see Zarco-Tejada et al., 2009, for simulations conducted to assess index sensitivity for fluorescence retrieval).

A thorough modeling study conducted for a wide range of sensor configurations and FLD methods can be reviewed in Damm et al. (2011), which assessed the feasibility for F estimation as a function of the spectral sampling interval, spectral resolution, signal to noise ratio, and the spectral shift of the instrument used.

The inputs required to run the leaf and canopy model (Table 2) are the number of layers in PROSPECT (N); chlorophyll a + b content in μg/cm² (Cab); water equivalent thickness in cm (Cw); dry matter content in μg (Cm); fluorescence quantum efficiency (Fi); leaf temperature in °C (T); species temperature dependence (S); and stoichiometry (Raz), canopy leaf area index (LAI), hot spot parameter (h), and leaf inclination distribution function (LIDF).

The model was used to generate synthetic spectra through random input parameters such as fluorescence quantum efficiency Fi (0.03–0.06), chlorophyll content Cab (30–80 μg/cm²), and leaf area index LAI (2–4). FluorMOD modeled the leaf reflectance and transmittance spectra, along with the simulated fluorescence radiance for each reflectance and transmittance signal. The canopy fluorescence radiance (F) at 1 nm resolution was then simulated for each set of inputs (Fig. 5a), observing the canopy signal added to the canopy radiance as a function of the fluorescence amplitudes. The canopy radiance simulated at 1 nm resolution, which included the fluorescence effects (Fig. 5b), reproduced the peak depth at 760 nm used for fluorescence retrieval through the in-filling method (Fig. 5c). The similar spectral shape encountered both in the FluorMOD canopy radiance simulation in the 400–885 nm region and in the airborne hyperspectral imagery (Fig. 6a) shows the effects on the depth at 760 nm as a function of bandwidth (1 nm for the FluorMOD simulation; 6.4 nm for the hyperspectral imagery flown over the study sites) (Fig. 6b).

The simulated canopy radiance spectra obtained with FluorMOD were spectrally resampled with a gaussian convolution to simulate the FWHM of the airborne hyperspectral imager. The 760 nm peak depth decreased as a function of bandwidth (Fig. 7), while still showing the feature as compared with the original 1 nm FWHM spectra. Such effects caused by the bandwidth were assessed by applying the FLD3 in-filling algorithm retrieval method to the FluorMOD simulated datasets. A comparison of the F retrieval as a function of the

Table 2
FluorMOD model inputs used in this study to assess the sensitivity of reflectance indices through atmospheric, leaf and canopy inputs. Parameters Fi, Cab and LAI were varied randomly within the range indicated in the table.

<p>| Table 2 |</p>
<table>
<thead>
<tr>
<th>Atmospheric parameters</th>
<th>FluorMOD30V23.MEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric Irradiance</td>
<td>PAR dependence parameters:</td>
</tr>
<tr>
<td>PAR= 0.0035; PARre = 0.005</td>
<td></td>
</tr>
<tr>
<td>Visibility</td>
<td>23 km</td>
</tr>
<tr>
<td>Solar zenith angle</td>
<td>30°</td>
</tr>
<tr>
<td>Viewing zenith angle</td>
<td>0°</td>
</tr>
<tr>
<td>Relative azimuth angle</td>
<td>0°</td>
</tr>
<tr>
<td>Leaf inputs</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>1.8</td>
</tr>
<tr>
<td>Cab</td>
<td>30–80 μg/cm²</td>
</tr>
<tr>
<td>Cw</td>
<td>0.025 cm</td>
</tr>
<tr>
<td>Cm</td>
<td>0.01 g/cm²</td>
</tr>
<tr>
<td>Canopy inputs</td>
<td></td>
</tr>
<tr>
<td>Leaf Area Index (LAI)</td>
<td>2–4</td>
</tr>
<tr>
<td>LIDF parameter a</td>
<td>−0.5</td>
</tr>
<tr>
<td>LIDF parameter b</td>
<td>−0.5</td>
</tr>
<tr>
<td>Hot spot parameter</td>
<td>0.1</td>
</tr>
<tr>
<td>Soil spectrum</td>
<td>Standard</td>
</tr>
</tbody>
</table>

Fig. 5. Simulated canopy fluorescence radiance (F) at 1 nm resolution (a) and the canopy radiance including the fluorescence effects (b) using FluorMOD. The spectral range between 755 and 770 nm shows the peak depth at the 760 nm region used for fluorescence retrieval methods (c).
spectra bandwidth was conducted to assess if the 6.4 nm FWHM of the airborne hyperspectral imagery would enable retrieval of the fluorescence signal to allow the water stress detection sought in this study. The method to estimate the fluorescence signal from the FluorMOD simulated synthetic spectra consisted on the same FLD3 method applied to the airborne hyperspectral imagery, which used the in (L762 nm) and out bands (L747 nm; L780 nm) for the calculation.

As previously indicated, the FLD3 method and others suitable depending on the spectral data available (number of bands and spectral bandwidth available) can be reviewed in Meroni et al. (2010).

3. Results

3.1. Modeling results conducted with FluorMOD

The synthetic spectra simulated from FluorMOD for varying fluorescence emissions (F), chlorophyll concentration (Cₙ₅₅) and leaf area index values (LAI) showed good agreement for R (Eq. 1) \(r^2=0.99; p<0.001\) and F (Eq. 2) \(r^2=0.84; p<0.001\) when calculated with 1 nm and 6 nm FWHM spectral resolution. The close relationship between the F signal calculated at 1 and 6 nm bandwidth \(r^2=0.84; p<0.001\) demonstrated that the 6 nm spectra would still capture the input fluorescence emission. The absolute error obtained when comparing the F signal retrieved with the FLD3 in-filling method for both spectral
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**Fig. 6.** Canopy radiance spectra simulated with FluorMOD in the 400–885 nm region as compared against the airborne micro-hyperspectral radiance extracted from a pure tree crown (a). Effects on the radiance depth at the 760 nm region as a function of bandwidth (1 nm for the FluorMOD simulation; 6.4 nm for the hyperspectral imager flown over the study sites) (b).
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**Fig. 7.** Canopy radiance spectra simulated with FluorMOD (dotted line), and spectrally resampled through gaussian convolution to simulate the FWHM of the airborne hyperspectral imager (6 nm). The 760 nm peak depth decreases as a function of bandwidth, yet still showing the feature as compared with the original 1 nm FWHM spectra.
resolutions against the fluorescence radiance signal simulated at 1 nm resolution (Fig. 8) yielded RMSE values of 4.58% (for the 1 nm FWHM spectra) and 12.16% (for the 6 nm FWHM spectra). The error increment obtained for the F retrieval (RMSE from 4.58% to 12.16%) as a function of the spectral resolution used, and the overall coefficient of determination obtained when using 6 nm FWHM spectra ($r^2 = 0.75$) suggests the potential retrieval of the fluorescence signal with larger spectral bandwidths and small sampling intervals when using the FLD3 method.

Further comparison between the estimated $F$ signal through the FLD3 method and the FluorMOD inputs $F_i$, $C_a$ and LAI showed agreement between $F$ and $F_i$ ($r^2 = 0.8$; $p < 0.001$), and the lack of relationship between $F$ and LAI ($r^2 = 0.01$; $p$-value not significant), and between $F$ and $C_a$ ($r^2 = 0.05$; $p$-value not significant). These results demonstrate that the $F$ signal retrieval using the FLD3 method is not correlated with $C_a$ and LAI. Moreover, it shows that a statistically significant relationship ($p < 0.001$) exists between fluorescence quantum efficiency and $F$ estimation when conducted with 6 nm FWHM resolution spectra (12.16% RMSE). This is the spectral resolution of the airborne micro-hyperspectral imager used to fly over the sites in this study.

3.2. Experimental results

3.2.1. Leaf and crown measurement results

The diurnal leaf measurements conducted with the PAM-2100 fluorometer on attached leaves selected from well irrigated (100% ET) and deficit irrigation (RDI1) trees (Fig. 9a) showed lower steady-state fluorescence emission ($F_s$) for the water stressed trees during the experiment, as expected. The diurnal trend showed greater $F_s$ differences between 100% ET and RDI1 in early morning than at noon. These results from citrus trees showing lower $F_s$ values in RDI1 vs 100% ET irrigation levels coincide with the ones obtained in similar experiments in other crops, such as in olive and peach orchards under stress (Pérez-Priego et al., 2005; Zarco-Tejada et al., 2009).

The June–September time-series leaf PRI data (calculated as $(R_{570} - R_{532})/(R_{531} + R_{570})$) measured with the PlantPen instrument (Fig. 9b) show the seasonal trend for both 100% ET and RDI1 trees. Maximum differences in leaf PRI were found in July and August, corresponding to the times of maximum water potential differences among treatments ($-0.98$ and $-1.73$ MPa for 100% ET and RDI1 trees, respectively). The leaf PRI time series data showed the stress and recovery periods at the beginning and end of the irrigation experiment, with higher leaf PRI values measured for RDI1 than for the 100% ET, as expected. The well irrigated 100% ET trees showed a decline in PRI values from June (PRI = 0.046) until mid-July (PRI = 0.028), even though the water potential measured on the same trees was nearly identical ($\Psi = -0.84$ MPa in June, and $\Psi = -0.86$ MPa in July). Nevertheless, leaf PRI values measured on stressed trees were always higher than PRI values measured on 100% ET trees, in agreement with the work conducted by Suarez et al. (2008, 2009, 2010) in citrus and olive orchards. The seasonal variation of leaf PRI measurements could be due to changes in the xanthophyll epoxidation state over the season, but also due to potential effects caused by chlorophyll $a + b$, carotenoid and anthocyanin concentration as a function of the water stress. The leaf-level results obtained for $F_s$ and PRI measured on stressed and well-watered trees had the intention to demonstrate that the results later obtained at canopy level were not caused by structural effects driven by water stress, but related to the physiological condition measured at the leaf level.

Results for the leaf PRI measurements obtained throughout the season are in agreement with canopy PRI, canopy $T_c$ and the $T_c$–$Ta$ data recorded with the Sky & Apogee sensors installed over 100% ET and RDI1 crowns (Fig. 10). The trends for PRI calculated as...
(R70 - R331)/(R70 + R331) and Tc-Ta measured at noon throughout the entire experiment demonstrate a similar seasonal pattern for both crown PRI and crown Tc-Ta on the RDI1 treatment (Fig. 10a). The time-series data indicate that both canopy PRI and Tc-Ta were coupled throughout the experiment, showing a maximum for both indicators at the time of the maximum stress (Ψ = −1.73 MPa; Tc-Ta = 5 K; PRI = −0.05), starting a recovery at the beginning of August when both Tc-Ta and PRI decreased together until the re-watering phase in mid-September. Although the general pattern for both indicators seemed similar throughout the experiment (Fig. 10a), a delay is observed on the PRI trend as compared against Tc-Ta: during the re-watering phase the crown temperature reaches Tc-Ta = 0 while PRI still shows values that indicate stress levels (PRI = −0.1). Therefore, the re-watering phase was first tracked by Tc-Ta, followed later by PRI. These results are consistent with the hypothesis that canopy temperature is linked to transpiration rates, and therefore is more short-term sensitive to water stress than PRI, which is linked to the epoxidation state of the xanthophyll cycle pigments. In addition to the indicated biochemical effects on leaf PRI, crown structural changes over the course of the season would also have a role on the canopy PRI trends observed during stress and on the re-watering phase. The seasonal trend observed in the continuous PRI data acquired for the March–November time frame corresponds as well with seasonal changes of irradiance, air temperature and vapor pressure deficit (VPD) levels.

A close look at the re-watering phase (Fig. 11) shows the behavior of canopy PRI and Tc-Ta acquired for two RDI1 trees as compared against a 100% ET reference tree. The patterns found indicate that the canopy PRI values measured on RDI1 trees started to decline after re-watering began, intersecting the non-water stress baseline (100%ET) at mid November (Fig. 11a). The agreement between Tc-Ta measured on reference (100%ET) and deficit RDI1 trees (Fig. 11b) shows that the recovery after re-watering started was detected earlier than when using PRI as an indicator of water stress. By the end of October the Tc-Ta values for 100% ET and RDI1 were equal (Tc-Ta below 1 K).

The general pattern for the Tc-Ta and PRI data acquired throughout the experiment varied when targeting well-watered trees (100% ET). In such case, the Tc-Ta and PRI range of variation acquired throughout the experiment on 100% ET trees was much narrower than the values measured on RDI trees due to the reduced stress levels and small variation of stress during the experiment on 100% ET trees (Tc-Ta below 2 K for the 100% ET trees as compared to Tc-Ta values up to 5 K on the stressed RDI1 trees) (Fig. 10b). Moreover, the Tc-Ta and PRI data acquired on well-watered trees showed values related to non-stress levels during the course of the experiment, with Tc-Ta below 2 K and PRI values close to PRI = −0.15 at all times. This was due to the full ET irrigation doses applied which assured low water stress conditions throughout the experiment, as demonstrated by the water potential measurements conducted:

![Fig. 10. Seasonal trends for canopy PRI and Tc-Ta (K) for RDI1 (a) and 100% ET (b) treatments acquired at noon (data shown are mean values for 5-minute intervals from measurements acquired at a rate of 1/s). PRI calculated as (R70 - R331)/(R70 + R331).](image)

![Fig. 11. Canopy PRI (a) and Tc-Ta (K) (b) obtained at noon from the stressed (RDI1) and well-watered (100%ET) irrigated trees over the course of the experiment. Plots show higher PRI and Tc-Ta values for the stressed (RDI1) trees (data shown are mean values for 5-minute intervals acquired at a rate of 1/s). PRI calculated as (R70 - R331)/(R70 + R331).](image)
mean $\Psi = -1.00 \text{ MPa}$; maximum $\Psi = -0.73 \text{ MPa}$; minimum $\Psi = -1.27 \text{ MPa}$ (while the variation of the RDI1 during the experiment ranged between $\Psi = -0.90 \text{ MPa}$ and $\Psi = -2.18 \text{ MPa}$).

The water potential data measured on 100% ET and RDI1 trees over the entire experiment were compared against crown temperature and PRI (Fig. 12) to assess the seasonal trends during stress and recovery phases. The mid-day $T_c$ and PRI canopy values for the dates when water potential measurements were made show an agreement between $T_c$ and canopy PRI (Fig. 12a) and between water potential and PRI (Fig. 12b) for the RDI1 stressed trees. Therefore Figs. 12a and 12b show a similar trend for the remote sensing indicators (PRI, $T_c$) as compared with ground-measured water potential ($\Psi$). Nevertheless, Fig. 12b shows that the water potential decreases rapidly after re-watering ($\Psi$ from $-1.7 \text{ MPa}$ down to $-0.9 \text{ MPa}$ in mid September) while canopy PRI decreased at lower rate over such re-watering phase. The data obtained on the well-watered trees (100%ET) showed a general lack of relationship between $T_c$ and PRI (Fig. 12d), probably due to the lower gradient found on the water potential and canopy PRI (Fig. 12f), as compared against the stomatal conductance and water potential measured at the time of the flights (Table 3). The best relationship with $G_s$ was found for crown temperature ($r^2 = 0.78; p < 0.05$) (Fig. 13a). The reflectance indices calculated based on PRI formulations using R570 as the reference band (R570 PRI) (Gamon et al., 1992) and the new formulation by Hernández-Clemente et al. (2011) (band R515 as reference to minimize structural canopy effects, PRI515) yielded better performance for PRI515 ($r^2 = 0.59; p < 0.01$) than for PRI570 ($p$-value not significant) (Fig. 13c for PRI515). This result confirms the findings by Hernández-Clemente et al. (2011) in forest canopies, which demonstrated the robustness of PRI515 to structural effects.

3.2.2. Airborne hyperspectral and thermal imagery results

The hyperspectral and thermal airborne flights were conducted on September 14, prior to the re-watering phase, and therefore at the time of the maximum stress differences among treatment blocks. Based on the leaf water potential measurements observed ($\Psi$ ranging from $-0.5$ to $-2 \text{ MPa}$), the hyperspectral and thermal imagery acquired should be able to detect the stress levels measured in the field at the time of the flights. The high spatial resolution obtained in both hyperspectral and thermal imagery (40 cm resolution in both cases) enabled the identification of pure crowns (Figs. 1 and 3), enabling the comparison of tree-level water stress measurements and airborne-derived indices of stress.

The pure-crown temperature data extracted from the thermal imagery, and the narrow-band indices calculated from the hyperspectral imagery based on xanthophyll pigment absorption, chlorophyll a+b, blue/green/red ratios, carotenoid content, and structural indices were compared against the stomatal conductance and water potential measured at the time of the flights (Table 3). The best relationship with $G_s$ was found for crown temperature ($r^2 = 0.78; p < 0.05$) (Fig. 13a). The reflectance indices calculated based on PRI formulations using R570 as the reference band (R570 PRI) (Gamon et al., 1992) and the new formulation by Hernández-Clemente et al. (2011) (band R515 as reference to minimize structural canopy effects, PRI515) yielded better performance for PRI515 ($r^2 = 0.59; p < 0.01$) than for PRI570 ($p$-value not significant) (Fig. 13c for PRI515). This result confirms the findings by Hernández-Clemente et al. (2011) in forest canopies, which demonstrated the robustness of PRI515 to structural effects.

The chlorophyll indices TCARI and TCARI/OSAVI showed sensitivity to stress levels ($r^2 = 0.52; p < 0.05$ for TCARI), and the blue/green ratio BG11 was highly significant ($r^2 = 0.62; p < 0.001$). The effects of water stress on the canopy structure were captured by structural indices such as RDVI ($r^2 = 0.61; p < 0.01$), TVI ($r^2 = 0.64; p < 0.01$) and MTVI ($r^2 = 0.66; p < 0.01$). These results for the structural indices are consistent due to the expected effects of sustained water stress on crown density.

The fluorescence retrieval conducted with the micro-hyperspectral imager showed that the best results were obtained for the FLD method.
In particular, this feedback mechanism between water potential and statistical significance for both Gs and \( \Psi \) (\( r^2 =0.66; p<0.001 \)) (Fig. 13f).

The fluorescence retrievals obtained with the FLD3 method for the entire hyperspectral scene showed the spatial variability of the F signal from each single tree crown, and the differences detected between adjacent orchard fields (Fig. 14a). Within the experimental field, the fluorescence signal estimated from the two central trees of each treatment block was interpolated to generate a continuous fluorescence map of the experiment (Fig. 14b), enabling the visual comparison against the water potential map obtained from \( \Psi \) measurements conducted on each treatment (Fig. 14c).

### 4. Discussion

Several studies highlight the requirements for high spectral resolution instruments for the successful retrieval of chlorophyll fluorescence using subnanometer radiance data at the leaf (Meroni & Colombo, 2006) and canopy levels (Pérez-Priego et al., 2005). These studies demonstrated with experimental data that subnanometer spectral resolution spectrometers enabled the detection of steady-state fluorescence emission using the \( Q_2 \)-A absorption line for stress detection purposes. The interest on the very high spectral resolution was later supported in studies by Meroni et al. (2009, 2010) where a review on FLD and spectral fitting methods for the fluorescence retrieval as a function of the instrument configuration was conducted. Further, interest in spectral fitting methods as an alternative to FLD for F estimation with subnanometer spectral resolution increased under FLEX, Fluorescence Explorer (European Space Agency, 2008), submitted to the European Space Agency (ESA) Earth Explorer program as a candidate algorithm for the scientific satellite mission concept. Along these efforts focused on the very high spectral resolution data, Zarco-Tejada et al. (2009) demonstrated that imaging chlorophyll fluorescence retrieval was feasible using 1 nm spectral resolution imagery acquired with a multispectral camera at 150 m altitude, using the 760.5 (\( \text{nm} \)) and 757.5 nm (\( \text{out} \)) bands for the quantification of the solar-induced fluorescence at 15 cm pixel resolution. Other critical issues such as the assessment of the potential atmospheric effects were also investigated by Guanter et al. (2010).

Although these studies confirm the feasibility for fluorescence detection using very high spectral resolution data (under 1 nm FWHM), the operational issues related to the calibration and signal to noise ratio of the required instrument when acquiring at such narrow bandwidths may have important implications on the retrieval accuracy, cost and sensor availability for imaging purposes. In fact, these studies demonstrated the feasibility for fluorescence retrieval using very high spectral resolution (below 1 nm FWHM), but no published work using modeling and experimental data demonstrated the need for subnanometer radiance for accurate quantification of the fluorescence emission. The first modeling study assessing such requirements was recently published by Damm et al. (2011). In a modeling study using FluorSAIL3, they evaluated the \( F \) retrieval accuracy in response to the most relevant sensor properties, including the spectral sampling interval, spectral resolution, signal to noise, and the spectral shift, along with different fluorescence retrieval methods. This

### Table 3

Coefficients of determination (\( r^2 \)) obtained through temperature, narrow-band indices and fluorescence retrieval methods conducted with the hyperspectral radiance imagery as compared against stomatal conductance (Gs) and water potential (\( \Psi \)) measured at the time of the flights.

<table>
<thead>
<tr>
<th>Airborne temperature, radiance and reflectance indices</th>
<th>Stomatal conductance and water potential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crown temperature (Tc)</td>
<td>Gs 0.78*** ( \Psi ) 0.34***</td>
</tr>
<tr>
<td>Reflectance indices</td>
<td></td>
</tr>
<tr>
<td>Xanthophyll indices</td>
<td></td>
</tr>
<tr>
<td>PRI570</td>
<td>Gs 0.37*** ( \Psi ) 0.37***</td>
</tr>
<tr>
<td>PRI515</td>
<td>Gs 0.59*** ( \Psi ) 0.36***</td>
</tr>
<tr>
<td>Chlorophyll a + b indices</td>
<td></td>
</tr>
<tr>
<td>ZM</td>
<td>Gs 0.26 0.02 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>VOG1</td>
<td>Gs 0.29 0.02 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>TCARI</td>
<td>Gs 0.52 0.54 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>TCARI.OSAVI</td>
<td>Gs 0.45 0.51 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>Blue/green/red ratio indices</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>Gs 0.31 0.41 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>BG1</td>
<td>Gs 0.62 0.49 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>BG2</td>
<td>Gs 0.48 0.43 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>BR1</td>
<td>Gs 0.0 0.0 ( \Psi ) 0.001</td>
</tr>
<tr>
<td>BRI2</td>
<td>Gs 0.0 0.0 ( \Psi ) 0.001</td>
</tr>
<tr>
<td>LIC3</td>
<td>Gs 0.34 0.23 ( \Psi ) 0.001</td>
</tr>
<tr>
<td>Carotenoid indices</td>
<td></td>
</tr>
<tr>
<td>( R_{520}/R_{700} )</td>
<td>Gs 0.49 0.48 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>( R_{515}/R_{70} )</td>
<td>Gs 0.0 0.0 ( \Psi ) 0.001</td>
</tr>
<tr>
<td>( R_{515}/R_{70} )</td>
<td>Gs 0.23 0.33 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>Structural indices</td>
<td></td>
</tr>
<tr>
<td>NDVI</td>
<td>Gs 0.32 0.24 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>RDI</td>
<td>Gs 0.61 0.44 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>SR</td>
<td>Gs 0.33 0.23 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>MSR</td>
<td>Gs 0.33 0.23 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>ROSAVI</td>
<td>Gs 0.52 0.47 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>MDTV</td>
<td>Gs 0.69 0.45 ( \Psi ) 0.01</td>
</tr>
<tr>
<td>TVI</td>
<td>Gs 0.64 0.47 ( \Psi ) 0.01</td>
</tr>
</tbody>
</table>

Fluorescence indices

- \( L_{747} - L_{780} \)
- \( L_{747} - L_{780} \)
- \( L_{747} - L_{780} \)
- \( ((L_{747} + L_{780})/2) - L_{762} \)
- \( L_{747} - L_{780} \)
- \( L_{747} - L_{780} \)
- \( L_{747} - L_{780} \)
- \( L_{747} - L_{780} \)
- \( \int [747,780] \)

Curvature index

- 0.47 0.51

- \(* p<0.05\)
- \(** p<0.01\)
- \(*** p<0.001\)
relevant study demonstrated that the spectral resolution is important for the retrieval accuracy (up to 40% error was estimated as a function of the spectral resolution of the instrument), but the spectral sampling interval caused 12% error, and the spectral shift a 7% error. But more important, Damm et al. (2011) demonstrated that iFLD and FLD3 methods were able to retrieve the fluorescence signal when using lower spectral resolution (5 nm FWHM) and higher spectral sampling intervals (below 2.5 nm) with instruments with a minimum of 300:1 signal to noise ratio. These modeling results estimated an RMSE=14% when a sensor configuration of 5 nm spectral resolution and a small sampling interval was used, and therefore are in agreement with the findings of this manuscript obtained with a micro-hyperspectral imager with 260 bands at 6 nm FWHM, 1.85 nm sampling interval (a total of 13 bands inside the O₂-A feature), and a signal to noise ratio of 300:1 without binning to target pure crowns affected by water stress. Furthermore, Damm et al. (2011) and this study demonstrate that subnanometer spectral resolution is not a requirement for F retrieval using the FLD3 method when high signal to noise ratio and short sampling intervals are used with bandwidths ranging 4–6 nm FWHM.

The work described in this manuscript used physiological indicators measured in the field, such as stomatal conductance and water potential, to assess if the fluorescence retrievals were in accordance with the expected stress levels of the experiment. The FLD3 method was conducted at the crown level, therefore removing the effects of shadows and soil, and estimating the fluorescence signal from pure vegetation pixels. Fluorescence emission quantities estimated in this manuscript were in agreement with other published work by Meroni
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Studies such as this one conducted with very high spatial resolution hyperspectral imagery (below 1 m pixel size) are needed for better understanding of the fluorescence signal retrieved from pure and mixed vegetation pixels, as well as for validating the available methods for fluorescence estimation. The work conducted with high resolution airborne imagery to target pure vegetation pixels is a first step required for understanding the fluorescence signal retrieved from different species and canopy structures. This is critical for making progress on the fluorescence estimation conducted from medium resolution instruments over aggregated pixels which include mixed vegetation, soil and shadows. In addition, the lack of fluorescence simulation models valid for non-homogeneous canopies prevents the assessment of the retrieval accuracy for validation studies under important targets such as forestry areas and cash crops like vineyards and tree orchards. The development of a model appropriate for open canopies will serve the scientific community to evaluate if the fluorescence retrieval under varying viewing geometries, direct soil contributions and percentage cover is feasible, as well as to better understand the fluorescence retrieval from mixed pixels. Finally, seasonal and diurnal measurements conducted over instrument targets (trees, lysimeters, study sites) with dedicated point-sensors will advance the knowledge related to the seasonal patterns in physiological indices widely used, such as temperature and reflectance indices for physiological monitoring through photosynthetic pigment absorption such as chlorophyll content, xanthophylls, carotenoids and anthocyanins. The recent work conducted using unmanned aerial vehicles and micro-hyperspectral imagers for remote sensing research (Berni et al., 2009b; Zarco-Tejada et al., 2008) bring new possibilities for extensive validation and experimental studies to make critical progress on fluorescence retrieval methods using unprecedented submeter hyperspectral imagery.

Fig. 14. Crown-level chlorophyll fluorescence maps obtained with the FLD3 method for the entire hyperspectral scene (a). Visual comparison between the fluorescence map of the experimental study area calculated from the two central trees of each treatment block (b) and the water potential measurements obtained from each irrigation block (c).
5. Conclusions

The work presented in this manuscript assessed thermal and multispectral data for water stress detection in a citrus orchard. High resolution imagery acquired from a thermal camera and a micro-hyperspectral sensor on board an unmanned aerial vehicle enabled the identification of pure crows, extracting the mean reflectance and temperature for individual trees where field measurements of stomatal conductance and water potential were measured. The experimental design comprised random blocks with full (100%ET), farmer irrigation method, and two deficit irrigation levels (RDI) offering a range of water stress levels.

The time series acquired from regulated deficit treatments (RDI1) and well irrigated blocks (100%ET) treatment trees instrumented with thermal and PRI point sensors demonstrated that both Tc-Ta and PRI crown data were able to track the seasonal variation of stress and recovery at the end of the experiment. The time series data demonstrated a time delay in the sensitivity of PRI as compared to Tc-Ta variation. To ensure that PRI did not solely track crown structural variation over the course of the experiment, leaf-level PRI measurements were also acquired, demonstrating that leaf PRI data were also linked to water potential levels throughout the season. Nevertheless, leaf biochemical and canopy physical effects on PRI over the course of the season would also affect the PRI indices used to track water stress levels.

The airborne flights conducted with a thermal camera and a micro-hyperspectral imager enabled water stress detection assessment by using crown temperature, narrow-band VIS–NIR formulations, and chlorophyll fluorescence. The simulation work conducted with the FluorMOD model for different spectral bandwidths demonstrated that the fluorescence signal retrieved through the FLD3 in-filling method was related to water potential and stomatal conductance measurements when 6 nm FWHM spectra was used. Among the different methods used to retrieve the fluorescence signal, including the radiance difference, the integral of the 760 nm peak, and the FLD2 and FLD3 methods, the sensitivity of fluorescence retrievals to water stress levels suggested that the FLD3 method using 747, 762 and 780 nm bands was the best method with 6 nm FWHM and 1.85 nm sampling spectra.

Among crown temperature, narrow-band indices, and fluorescence retrieval conducted from the airborne radiance spectra, the best indicators of water stress were crown temperature, chlorophyll fluorescence calculated with the FLD3 method, the PRI_{515} index (reference band = 515 nm), which was more sensitive to water stress than PRI_{570} (reference band = 570 nm) as in Hernández-Clemente et al. (2011) in forest canopies. The BG1 index calculated from the blue (R_{530}) and green (R_{560}) bands yielded the highest significance level (p < 0.001) for both Gs (r^2 = 0.62) and Ψ (r^2 = 0.49). Out of the structural indices assessed, RDI1, MTVI1 and TVI were related to Gs (p < 0.01), obtaining high significance with Ψ (p < 0.001), while NDVI showed no significance with Gs and a weak sensitivity to Ψ. Chlorophyll fluorescence calculated with the FLD3 method from the micro-hyperspectral imager demonstrated successful sensitivity to stress levels, yielding r^2 = 0.67 (p < 0.005) with Gs, and r^2 = 0.66 (p < 0.001) with water potential. The fluorescence estimations from the hyperspectral imagery were in agreement with ground measurements of fluorescence, which demonstrated lower values in water stressed trees.

The work presented in this manuscript demonstrated the ability to track stress levels in a citrus crop using thermal and hyperspectral imagery acquired with an unmanned aerial vehicle, showing that crown temperature, the blue-green BG1 index, and the chlorophyll fluorescence estimates were the best related to water stress. Results confirmed previous work that showed the link between PRI and Tc, and the superior performance of PRI_{515} vs PRI_{570}. The use of lightweight micro-hyperspectral imagers and miniature thermal cameras on board UAV platforms will enable flexible and cost-effective data collection campaigns for precision agriculture and environmental applications in the near future.
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