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A B S T R A C T   

Multiple and heterogenous Earth observation (EO) platforms are broadly used for a wide array of applications, 
and the integration of these diverse modalities facilitates better extraction of information than using them 
individually. The detection capability of the multispectral unmanned aerial vehicle (UAV) and satellite imagery 
can be significantly improved by fusing with ground hyperspectral data. However, variability in spatial and 
spectral resolution can affect the efficiency of such dataset’s fusion. In this study, to address the modality bias, 
the input data was projected to a shared latent space using cross-modal generative approaches or guided un
supervised transformation. The proposed adversarial networks and variational encoder-based strategies used bi- 
directional transformations to model the cross-domain correlation without using cross-domain correspondence. 
It may be noted that an interpolation-based convolution was adopted instead of the normal convolution for 
learning the features of the point spectral data (ground spectra). The proposed generative adversarial network- 
based approach employed dynamic time wrapping based layers along with a cyclic consistency constraint to use 
the minimal number of unlabeled samples, having cross-domain correlation, to compute a cross-modal gener
ative latent space. The proposed variational encoder-based transformation also addressed the cross-modal res
olution differences and limited availability of cross-domain samples by using a mixture of expert-based strategy, 
cross-domain constraints, and adversarial learning. In addition, the latent space was modelled to be composed of 
modality independent and modality dependent spaces, thereby further reducing the requirement of training 
samples and addressing the cross-modality biases. An unsupervised covariance guided transformation was also 
proposed to transform the labelled samples without using cross-domain correlation prior. The proposed latent 
space transformation approaches resolved the requirement of cross-domain samples which has been a critical 
issue with the fusion of multi-modal Earth observation data. This study also proposed a latent graph generation 
and graph convolutional approach to predict the labels resolving the domain discrepancy and cross-modality 
biases. Based on the experiments over different standard benchmark airborne datasets and real-world UAV 
datasets, the developed approaches outperformed the prominent hyperspectral panchromatic sharpening, image 
fusion, and domain adaptation approaches. By using specific constraints and regularizations, the network 
developed was less sensitive to network parameters, unlike in similar implementations. The proposed approach 
illustrated improved generalizability in comparison with the prominent existing approaches. In addition to the 
fusion-based classification of the multispectral and hyperspectral datasets, the proposed approach was extended 
to the classification of hyperspectral airborne datasets where the latent graph generation and convolution were 
employed to resolve the domain bias with a small number of training samples. Overall, the developed trans
formations and architectures will be useful for the semantic interpretation and analysis of multimodal data and 
are applicable to signal processing, manifold learning, video analysis, data mining, and time series analysis, to 
name a few.  
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1. Introduction 

Airborne and spaceborne images are essential tools for environ
mental monitoring and management in Earth-science disciplines such as 
lithology, pedology, agriculture, ecology, and forestry. The conventional 
high-altitude aerial data sources are supplemented by unmanned aerial 
vehicles (UAVs) as they are easily available, more cost-effective and 
allow better data flexibility (Maes and Steppe, [26]). However, satellite 
and manned or unmanned airborne platforms are still being widely used 
owing to the operational benefits and wide aerial coverage. Reflectance 
spectroscopy using ground-based instruments such as spectroradi
ometers are also essential for studying the fine spectral characteristics of 
the targets. The issue of handling multimodal data is critical for effec
tively utilizing the data available from various sources, viz. UAV, sat
ellite, airborne, or ground measured (Hong et al., [16]a). Most of these 
multi-source datasets do not lie in the same feature space and do not 
follow independent identical distribution, thereby affecting the appli
cability of conventional machine learning algorithms (Chlaily et al., 
[6]). The data biases and domain discrepancies constitute a major 
obstacle in training predictive models across the domains ([45]; Rasti 
et al., [29]). The use of ground measured spectra, having a very high 
spectral resolution, as training data to improve the detection capability 
of multispectral imagery (e.g., UAV and satellite imagery), have not 
been well explored owing to the former being a point data and also due 
to the lack of proper correlation between both. 

Deep machine learning (ML) approaches, which learn abstract rep
resentations to transform inputs to intrinsic manifolds in an unsuper
vised manner, have reported better results than the conventional ML 
approaches for various Earth observation (EO) data applications. Con
volutional neural networks (CNNs) are supervised algorithms for deep 
ML and their numerous variants have been widely used for modeling the 
spatial and spectral features of remote sensing images (Ji et al., 2013; [2, 
3]). Graph CNNs have provided a powerful means for graph-based 
semi-supervised tasks (Wang et al., [40, 42]; Bacciu et al., [4]; Luo 
et al., [25]). Capsule networks and sparse coding have facilitated the 
development of interpretable latent spaces with regard to the specific 
objectives of resolution enhancement, fusion and classification of EO 
datasets (Sabour et al., [32]; Arun et al., [1]). Although deep ML-based 
approaches have reported state-of-the-art results for EO data fusion, the 
requirement of a large amount of cross-domain training samples limits 
their practical applicability. 

Inspired by the recent developments in deep ML, the current study 
attempted to resolve the issues prevalent in the fusion of multimodal EO 
datasets having significant differences in spatial and spectral resolu
tions. In this regard, deep ML approaches were explored to project the 
multi-source EO data to a shared latent space with minimum cross- 
domain correspondence. To the best of our knowledge based on the 
available literature, the proposed research problem of using generative 
and covariance guided transformations to fuse a point spectral data with 
multispectral image patch using minimal or no cross-domain samples 
have not been attempted so far. In addition, unlike the existing graph- 
based approaches, the proposed approach dynamically learns the 
graph considering the cross-modal similarity of the samples. The shared 
latent space projection and the use of latent graph generation and graph 
convolutions are the main characteristics of the proposed approach. The 
main contributions of the proposed approach can be summarized as:  

• Labelled and unlabeled samples based generative cross-modal 
transformation and guided shared latent space projection without 
the requirement of cross-domain correspondence.  

• Latent graph generation and graph convolution considering the 
cross-modality and data bias with a minimum number of training 
samples.  

• Regularizations, loss functions and architectures for resolving the 
differences in the spatial and spectral resolution of the input training 

samples as well as the domain bias between the source and target 
domains. 

2. Related works 

2.1. Deep machine learning based fusion techniques 

Although different deep ML-based approaches have been explored 
for the fusion of multi-modal EO datasets, the significant differences in 
spatial and spectral resolutions affected the spectral and spatial fidelity 
of the reconstructions (Loncan et al., [24]; Marcello et al., 2019; Vivone 
and Chanussot, [37]; Restaino et al., [31]; Deng et al., [9]). Recently, He 
et al. [13] proposed a spectrally predictive structure embedded in the 
network to address the spectral range gap for resolving the spectral 
distortion and spatial blurring prevalent in conventional approaches. 
Zheng et al. [50] employed deep ML hyperspectral prior along with 
several channel-spatial attention residual blocks to model informative 
features of spectral channels and spatial locations to boost the fusion 
accuracy. However, these approaches were highly sensitive to 
co-registration errors and required a large number of training samples. 
Rostami et al. (2019) used two deep encoders such that the empirical 
distribution discrepancy between the two domains was minimized in the 
shared output of the deep encoders. Based on the adaptive degrees, Xu 
et al. [44] employed a network to preserve the adaptive similarity be
tween the fusion result and source images. Xie et al. [43] employed a 
3D-generative adversarial network (GAN) for the fusion of hyperspectral 
and multispectral images. Ramirez et al. (2020) proposed an alternating 
direction method of multipliers (ADMM) for the fusion of multi-sensor 
features where sparsity and total variation (TV) regularization con
straints were employed to improve the classification performance. 
Marcello et al. (2019) have evaluated prominent hyperspectral sharp
ening methods for simulated as well as real multi-source datasets with 
different spatial resolution ratios and registration errors. Dian et al. [11] 
proposed a nonlocal sparse tensor factorization approach for the 
semi-blind fusion of hyperspectral and multispectral images and the 
approach was blind with respect to the point spread function (PSF) and 
copes with spatially variant PSFs. Most of these prominent EO data 
fusion requires a sufficient number of cross-domain samples which may 
not be always available due to practical difficulties. In addition, the 
fusion of ground measured spectra, which is point data, with images 
have been least explored. Unlike the existing deep ML-based fusion 
techniques, the proposed approach projected the multi-source data to a 
shared latent space with minimal or even no cross-domain samples. 

2.2. Deep machine learning based domain adaptation techniques 

The domain adaptation (DA) approaches that address the domain 
imbalance has also been employed for addressing the resolution trade- 
off in the remote sensing domain. Recent DA algorithms learn domain 
invariant and agnostic features, by exploiting the intrinsic structure of 
the data, to improve the performance of cross-domain classifiers ([45]; 
Zini et al., [54]; He et al., [14]; Zhuang et al., [53]; Zhang and Zhang, 
2016; [47]; Zhang et al., [46]). However, most of the prominent DA 
approaches depend on the reconstruction and transformation matrix 
resulting in a possible negative transfer effect (Zhang et al., [46]). Also, 
the one-stage formulation adopted by most of these approaches gener
ally fails to get the optimal projection and does not work well if the 
domain disparity is large. In this regard, deep domain adaptation (DDA) 
approaches leverage deep networks to learn more transferable repre
sentations as compared to conventional approaches by embedding 
domain adaptation in the pipeline of DL (Wang and Deng, [38]). Among 
the various DDA approaches, some are based on building 
domain-invariant feature spaces through generative learning (such as 
autoencoders, adversarial training) while others are based on the anal
ysis of higher-order statistics or self-ensembling methods based on im
plicit discrepancy (Perone et al., 2019). GANs have been widely used in 
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(Zhu et al., [52]; Hoffman et al., [15]; Sankaranarayanan et al., [33]) to 
remap the distribution from the source to the target dataset thereby 
learning aligned embedding for both domains. Graph convolution-based 
approaches have also been proposed to consider the source and target 
domain discrepancy in terms of edge adjacency matrices to formulate an 
effective strategy to address the source and target domain discrepancy 
[41]. Most of the DDA approaches only consider the domain adaptation 
at the data level and share a common projection matrix for both domains 
which affects the measure of the difference between the domain-specific 
subspaces [47]. In addition, sufficient training samples with 
cross-domain correlation is essential for most of the DDA approaches, 
and practical difficulty in obtaining the same limits their application for 
multi-source EO data fusion. The prominent domain adaptation tech
niques, such as the ones discussed, generally attempts to address the 
domain bias between training and testing samples and are inconsistent 
to multisource modalities having significant resolution differences. In 
this regard, the proposed approach employed a dynamic time wrapping 
(DTW) based graph generation and graph convolution approach which 
can be trained in an end-to-end manner. The use of DTW-based network 
layers has significantly addressed the cross-modal similarity measure
ment issues associated with the prominent DL-based DA approaches. 

2.3. Deep machine learning based image translation techniques 

The cross-modality synthesis or image translation approaches, which 
are generative ones across multiple domains, project the data into either 
coupled or common subspace to associate images between both domains 
(Sarfraz et al., [34]). Deep ML-based image translation techniques use 
CNN-derived high-level feature subspace to generate new images by 
seeking the matched feature representations close to the input one while 
providing a correlation map for emphasizing the domain information 
[12]. GAN-based approaches synthesize samples conditioned on either 
image attributions, textures, or class labels to achieve more realistic 
synthesis (Liu and Tuzel, [21], Reed et al., [30]; Wang and Gupta, [39]; 
Zhu et al., [51]). Recently, dual learning along with GANs are being 
explored to form a closed loop between dual domains to generate 
informative feedbacks to loosen the requirement of paired training 
samples (Zhu et al., [52]; Kim et al., [20]; Tang et al., 2019). Although 
the image translation approaches resolve the domain biases and address 
the cross-modality discrepancies, the specific characteristics of remote 
sensing images and the need to ensure spectral fidelity during trans
lation affect their results for EO data, particularly when the resolution 
differences of the multiple sources are significant. The use of generative 
approaches and guided transformations, proposed in this study, along 
with spectra-specific losses and constraints, addressed this issue effec
tively even with limited cross-domain samples. The proposed latent 
graph generation and feature learning successfully modelled the se
mantic similarity across different modalities. 

3. Description of datasets 

3.1. Standard benchmark datasets 

Details of the standard benchmark datasets used in this study can be 
referred from [7]. The AVIRIS sensor-acquired Indian Pines dataset has a 
spatial resolution of 20 m and 200 spectral bands, covering 16 vegeta
tion and urban land cover classes. The Salinas dataset, acquired with 
AVIRIS sensor, covers 16 vegetation land cover classes and has a spatial 
resolution of 3.7 m and a spectral dimension of 200 bands. The KSC 
dataset contains AVIRIS sensor-acquired data having a spectral dimen
sion of 224 bands and a spatial resolution of 18 m. For classification 
purposes, 13 classes representing the various land cover types were 
defined for the site. 

The standard hyperspectral benchmark datasets such as Indian Pines, 
Salinas, and KSC were spectrally and spatially downscaled to simulate 
multispectral data and corresponding ground-measured spectral 

readings. The original high spectral resolution spectra simulated the 
ground measured spectra while the spectrally downscaled version 
simulated the UAV spectra. Different downscaling strategies, such as 
bilinear, bi-cubic, and nearest-neighbor interpolation were employed to 
generate training and testing patches. Multiple downscaling strategies 
were adopted to avoid the bias of the trained network towards a 
particular approach. Spectra-specific augmentation techniques ([48]; 
Haut et al., Nalepa et al., [28]) were also employed to increase the 
number of training and testing samples. The simulated multispectral and 
hyperspectral spectra having dimensions of 1 × 15 and 1 × 120, 
respectively, were used to train the proposed models. Among the 
simulated and augmented spectra, generated from the standard datasets, 
7500 samples were employed for training and testing the different 
frameworks discussed in this study. 

3.2. Multispectral UAV and ground measured hyperspectral datasets 

The multispectral data were collected over chickpea (Cicer arietinum) 
experimental plots in two sites located in the northwest Negev, Israel: 
the Gilat Research Center (31◦20′N, 34◦40′E) and Kibbutz Or-Haner 
(31◦33′N; 34◦35′E), hereafter defined as Plot-1 and Plot-2, respec
tively. The experiment was conducted during the 2019 growing season 
(January-May) and focused on assessing various plant traits and the 
outcome seed yield in response to five irrigation regimes. In Plot-1, each 
replicate was 3 × 25 m while in Plot-2, each replicate ranged between 
15 × 15 m to 30 × 30 m. The multispectral data of Plot-1 were acquired 
by a MicaSense RE (MicaSense, Inc., Seattle, WA, USA) five-band camera 
(blue, green, red, red-edge, and near-infrared) mounted on a Tarot T- 
960 (FoxTech, Tianjin, China) UAV. The RGB images of Plot-2 were 
obtained by a Sony A5100 (Sony Corporation, Tokyo, Japan) camera 
mounted on a Phantom DJI 4 (SZ DJI Technology Co. Ltd., Shenzhen, 
China). Both UAVs acquired images at an altitude of 100 m above the 
ground, and the mosaics resulted in a pixel size of 7 cm and 3 cm for the 
multispectral and RGB images, respectively. 

The hyperspectral reflectance of the chickpea canopy was obtained 
at ground level by an ASD FieldSpec4HR spectroradiometer (ASD Inc., 
Longmont, CO, USA). Spectral data were acquired in the range of 
350–2500 nm, full width at half maximum (FWHM) of 3 nm in the range 
of 350–1000 nm, and 8 nm in the range of 1000–2500 nm. The bare fiber 
field of view was 25◦ and it was located ~1.5 m above ground level. The 
ground measured spectra obtained were resampled using bicubic 
interpolation to 128 spectral bands. 

The multispectral UAV patches and corresponding ground measured 
hyperspectral spectra were employed to analyze the effectiveness of the 
proposed approach in generating a more discriminative high- 
dimensional feature space from the multispectral patches. Differential 
Global Positioning System (DGPS)-based coordinates of the ground 
measured spectra and multispectral images were adopted for the geo- 
registration of both the datasets. Ground control points (GCPs) marked 
by iron stakes were placed on the borders and inside the experimental 
field for the entire growing season, and geolocated using a Topcon GRS1 
(Topcon Positioning Systems Inc., Livermore, CA, USA) real-time kine
matic (RTK) global navigation satellite system (GNSS). Plates with 
crosses were placed on the ground with each of the iron stakes in their 
center for each of the imaging dates. Each multispectral band of the UAV 
dataset was separately geo-corrected by the GCPs in ERDAS Imagine 
2018 (Hexagon Geospatial, Norcross, GA, USA) with an accuracy of root 
mean square error (RMSE) less than 0.15. The RGB images, of the same 
area and date, were processed to orthophoto mosaics in a Pix4D mapper 
software (Pix4D SA, Lausanne, Switzerland) environment. A shapefile, 
with one polygon for each plot delineated from an RGB orthophoto was 
also used to geo-rectify the images. To avoid the co-registration errors, 
multispectral UAV patches of dimension 5 × 5 × 5 were mapped to the 
corresponding (resampled) ground measured spectra of dimension 1 ×
128. The UAV and ground measured spectra samples were collected 
away from the boundaries. In addition to the collected multispectral and 
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ground measured spectra, the samples generated through augmentation 
techniques ([48]; Haut et al., Nalepa et al., [28]) were also employed to 
train and test the networks. A total of 6300 samples were employed for 
analyzing the different frameworks discussed in this study. 

3.3. Airborne hyperspectral dataset 

The hyperspectral data collection was conducted in July and August 
2015, at three experimental plots: fully irrigated control, highly regu
lated deficit-irrigation, regime and rainfed. The data were collected 
using a micro-hyperspectral imager (Micro-Hyperspec VNIR model, 
Headwall Photonics, Fitchburg, MA, USA) set in tandem on board a 
Cessna aircraft operated at 200 m altitudes. The Micro-Hyperspec VNIR 
was set up with a configuration of 260 spectral bands acquired at 1.85 
nm/pixel and 12-bit radiometric resolution in the 400–885 nm spectral 
region, yielding a 6.4 nm FWHM with a 25 µm slit. The hyperspectral 
imagery was atmospherically corrected using the irradiance measured 
during the flight by an ASD Field Spectrometer (FieldSpec Handheld 
Pro, ASD Inc., Longmont, CO, USA) with 3 nm bandwidth and a cosine 
corrector-diffuser probe. 

The 260-band airborne hyperspectral imagery was used to analyze 
the effectiveness of the proposed approaches, especially the graph 
embedding and convolutional graph-based classification, in classifying 
the real-world data with a minimum number of training samples. The co- 
registration approaches discussed in Section 3.2 were employed to 
register the ground-measured spectra with the airborne hyperspectral 
imagery. The collected hyperspectral samples along with the ones 
generated through augmentation, numbering 4560, were employed to 
train and test the different frameworks with regard to hyperspectral 
classification. 

4. Proposed method 

Let xM ∈ Rm×n × s be a multispectral image having p × q pixel vectors, 

each denoted as xij ∈ Rs. Let there be p ground-measured spectral 
readings (p ≪ m*n) of the same area, each having a dimension of h, 
denoted as xG

i ∈ Rh. The proposed frameworks classify each xM
ij based 

on the prior information derived from the mapping between several 
available ground-measured spectra and corresponding pixel spectra. It 
may be noted that xG was used only for training. We investigated to 
reduce the number of cross-domain samples for transformation to a 
cross-domain latent space (z) which is more separable or discriminative 
than Rs. In addition, to further resolve the issues of domain shift, a latent 
graph generator-based classifier was proposed to use both labelled and 
unlabeled samples for prediction. A summary of the workflow of the 
proposed approach is depicted in Fig. 1. For further clarity, a block di
agram depicting the sub-module-based pseudocodes is presented in 
Fig. 2.A detailed description of each block of Figs. 1 and 2 is presented in 
the following sub-sections. 

4.1. Cross-modal generation 

The multi-source datasets need to be transformed to a shared latent 
space such that the projected latent representation should have better 
class separability as compared to the source feature spaces. The cross- 
modal generative architecture is presented in Fig. 3(a). The details of 
the generators for ground hyperspectral spectra and UAV spectra are 
presented in Fig. 3(b) and (c), respectively. It may be noted that the 
generators were cross-connected encoder-decoder networks coupled 
with a feature mapping layer in between the encoder and decoder 
streams. The discriminator distinguished the domains of the ground 
measured spectra and the learned latent representation to make the 
manifold more discriminative. It may be noted that the framework 
significantly reduced the requirement of cross-domain training samples 
as the multi-spectral domain was mapped adversarially to a more 
discriminative manifold. 

The proposed cross-modal generation framework adopted a cyclic 
adversarial encoding approach to learn a shared latent space. The 

Fig. 1. Schematic diagram of the proposed approach (dotted box represents optional source). (VAE stands for variational autoencoder; and GAN stands for generative 
adversarial network.). 
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generative network facilitated the projection of the multispectral spectra 
to a higher dimensional space. An interpolation-based convolution was 
adopted to effectively capture the features of the ground spectra and to 
incorporate the shift or scale effects. The interpolated convolution 
centered at the location p̃ of the ground measured spectra (xG) was 
implemented as: 

xG ∗ κ(p̃) =
∑

p′

1
Np′

∑

pδ

φ(pδ, p
′

)xG(p̃+ pδ).ω(p
′

) (1)  

where κ is the kernel composed of kernel weights ω. Each kernel weight 
vector ω(p′

) has a coordinate location p’ relative to the kernel center, 
and its weight is initialized and updated during training. The vector 
coordinate p’ can either be fixed or updated during training. The 

interpolation function φ(pδ, p
′

) = e
‖pδ − p

′
‖2

σ2 takes the coordinate p′ of a 
kernel weight vector ω(p’) and the coordinate pδ of a neighboring input 
point and computes a weight by the Gaussian interpolation algorithm 
[2]. The hyperparameter σ of the interpolation function controls the 
decay rate. To make convolutions sparsity invariant, a density normal
ization term Np′, which sums the interpolation weights or number of 
input points in the neighborhood of p′, is employed for each kernel 
weight vector ω(p′

). 
The adversarial losses of both the mapping functions, i.e., projection 

from the ground measured spectra (xG) to multispectral ones (xM) and 
vice versa (xM to xG), were jointly expressed for obtaining the shared 
latent space. The jointly adapted bi-directional loss is defined as:  

where xG and xF respectively denote ground hyperspectral spectra and 
the UAV spectra respectively. The functions G: xG → xM and F: xM → xG 

are respectively the dual mappings and DF denotes the discriminator for 
distinguishing real and reconstructed UAV spectra. To enforce the cross- 
domain generations to have better class separability, the generations 
were fed to the classifiers CG and CF respectively. Hence, the discrimi
nator was conditioned on classification and the responsibility of the 
discriminator was to guide the synthesis such that the classes were 
separable. Similar to the approach of Huang et al. [19], the pseudo in
puts inferred in the unsupervised dual learning problem was used to 
enforce a cycle-consistency constraint. In addition, the unbiased esti
mation of multi-kernel maximum mean discrepancy (MK-MMD) was 
employed to reduce the domain bias. Hence the loss function for the 
network was formulated as: 

Lc
(
xG,G, xM ,F

)
= Ld(DF,G,F)

+ β
(
EPdata(F(XM))δ

(
AG) − EPdata(G(XG))δ

(
AM)) (3)  

where xG and xF respectively denote ground hyperspectral spectra and 
the UAV spectra respectively, A is the set of positive definite kernels, and 
δ is the non-linear mapping. The functions G: xG → xM and F: xM → xG are 
respectively the dual mappings and DF denotes the discriminator for 
distinguishing the real and reconstructed UAV spectra. It may be noted 
that the last term in Eq. (3) matches all orders of statistics between xM 

and xG. The loss function in Eq. (3) was used to train the network 
without the need for cross-domain sample correspondence. For further 

Fig. 2. Detailed pseudocode-based block diagram of the proposed framework. Different colored arrows indicate mutually exclusive computing paths either one of 
which can be adopted; white blocks in the dashed frame are used by each of the computing paths (VAE stands for variational autoencoder; UAV stands for unmanned 
aerial vehicle; and GAN stands for generative adversarial network.). 

Ld(DF ,G,F) = ExG∼pr(xG)

[
logDF

(
xG)]+ ExM∼pr(xM )

[
log

(
1 − DF

(
F
(
xM))]+ ExM∼pr(xM )‖xM − F

(
G
(
xM))‖2 (2)   
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training the network with available paired cross-domain samples, the 
reconstruction of the ground spectra was constrained to be similar to the 
corresponding input hyperspectral spectra as: 

ExG∼pr(xG)‖xG − F
(
G
(
xG))‖1 (4)  

where xG and xF respectively denote ground hyperspectral spectra and 
the UAV spectra, and the function ||.||1 is the L1 distance to quantita
tively compare the input data and the reconstructed pseudo. The func
tions G: xG → xM and F: xM → xG denote the dual mappings. It may be 
noted that the discriminator network (Fig. 1(a)) was pre-trained using 
unlabeled hyperspectral samples and did not require any cross-domain 
correspondence. 

4.2. Cross-modal variational encoding 

Variational autoencoder (VAE) can also be employed to transform 

the data, having spatial spectral resolution difference, to shared latent 
space. An adversarial encoding architecture as presented in Fig. 4 was 
adopted to transform the multispectral inputs to a high-dimensional 
latent space based on the available training samples. It is worth point
ing that the training samples did not need to have cross-domain corre
spondence as the approach learned to map the multi-spectral domain 
adversarially to a more discriminative manifold. 

In the proposed approach, the latent representations (z) were 
considered as a combination of modality specific (s) and shared 
modality-independent space (c). To tractably maximize the marginal 
likelihood of the data, the true unknown posterior was approximated by 
a variational posterior which allowed optimizing an evidence lower 
bound (Shi et al., 2019) through stochastic gradient descent. The joint 
variational posterior was computed as a combination of unimodal pos
teriors using a mixture of experts as:  

Fig. 3. Proposed GAN-based shared latent space projection (a) GAN-based framework; (b) Generator for Hyperspectral ground spectra; and (c) Generator for 
multispectral UAV spectra. 
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where Г is the JS (Jensen–Shannon)-divergence as discussed in (Sutter 
et al., 2019), x denotes the multimodal input data (x ⫅ xM ∪ xG), π denote 
the distribution weights (Σπi = 1), DKL denotes the Kullback–Leibler (KL) 
divergence, E(.) denotes the expectation, and M denotes the modality. It 
may be noted that the JS-divergence was used only for the multimodal 
latent factors c while modality-independent terms sj were part of KL- 
divergence measures. Also, the variational approximation functions 
qφcj

(cj|xj) and qφsj
(sj|xj), and the generative model pΘ(xj|sj, c) were 

implemented as neural network encoders. Similar to cross-modal gen
eration using GAN, the VAE based approach also employed interpolated 
convolution for encoding the ground spectra. 

4.3. Feed forward network-based guided transformation 

The shared latent space projection, using GAN and VAE, required 
enough labelled samples without requiring them to the cross-correlated. 
In this regard, an alternate strategy was proposed to reduce the 
requirement of labelled samples. The approach adopted the DTW mea
sure (Baumann et al., 2017) to estimate the cross-modal similarity of the 
samples without using very deep networks. The proposed latent space 
transformation was guided using the prior information regarding the 
labels of the multimodal samples. In other words, transformed space 
facilitated the intra cluster similarity and inter-cluster differences of the 
labelled samples. In this regard, a covariance guided projection was 
employed for the source and target projection as: 

PM = max
PM

(
Tr
(
PMSMPT

M

))
(6)  

PG = max
PG

(
Tr
(
PGSGPT

G

))
(7)  

where SM and SG are respectively the interclass variance matrices of the 
multispectral and hyperspectral domains, Tr(.) denotes the matrix trace, 
and PM and PG are the projection matrices of the multispectral and 
hyperspectral domains respectively. The latent representation (z) ob
tained using PM and PG are transformed using a feed-forward network 
(having network weight β) with an additional constraint on the network 
weights as: 

Lc = Tr
(
βT Kβ

)
+ Tr

(
βT KMKβ

)
(8)  

where K is the kernel matrix and M is the indicator matrix (discussed in 
Pan et al. (2011) and Zhao et al. [49]). The constraint Lc used classifi
cation prior to further reduce the modality and domain bias in the 
transformed space. It is noteworthy that the guided transformation 
required only a limited number of training samples as the approach did 
not employ any complex adversarial networks. 

4.4. Graph embedding and label prediction 

The latent representations obtained from multimodal inputs (using 
either of the approaches discussed in Sections 4.1, 4.2 or 4.3) were used 
to dynamically construct a graph. Given the latent representations Z =
(z1, z2 • • • zn) ∈ Rn×p, a feedforward network was employed to learn a 
function Sij = g(zi, zj) that represented the pairwise relationship between 
data zi and zj. The neural network layer is parameterized by the weight 
vector a = (a1, a2, • • • ap)T ∈ Rp×1. The proposed framework for joint 
optimization of graph embedding and label prediction is shown in Fig. 5. 

To make the prediction of the discrete graph structure differentiable 
and to train the graph learning end-to-end, a weighted adjacency matrix 
with probabilistic similarity measure was employed. For considering the 
multimodal nature of the training samples, the edge probability between 
two nodes pi and pj was computed in terms of the soft DTW similarity 
measure (Xingyu et al., 2019). In this regard, the graph embedding layer 
was employed to learn the probabilistic graph matrix S as: 

Sij = g
(
pi, pj

)
=

eReLU(aT DTW(pi ,pj))

∑n
j=1eReLU(aT DTW(pi ,pj))

(9)  

where pi and pj are respectively the projected latent representations, n is 
the total number of data vectors, DTW(.,.) is the dynamic time wrapping 
function, and ReLU(•) = max(0,•) is an activation function which 
guaranteed that Sij was positive. In addition, to projecting the latent 
representations to a lower-dimensional manifold, the feed-forward layer 
preceding the graph embedding layer was pre-trained to minimize the 
maximum mean discrepancy (Ω(., .)) between the learned source and 
target feature representations (ps and pt) respectively to improve the 
generalizability and resolve the issue of domain discrepancy. In the 
current study, Ω(ps, pt) between the learned source and target repre
sentations was formulated as:  

Fig. 4. Proposed variational encoding framework for cross-modal projection.  

LVAE(Θ, φ; x) =
∑M

j=1
Eqφc (c|x)

[
Eqφc (sj|xj)

[
logpΘ

(
xj
⃒
⃒sj, c

)]]
−
∑M

j=1
DKL

(
qφsj

(
sj
⃒
⃒xj

)
‖pΘ

(
sj
))

− ГM+1
π

({
qφcj

(
c
⃒
⃒xj

)}M

j=1
, pΘ(c)

)

(5)   
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where ns and nt are respectively the number of sources and target 
samples, and K(.,.) is a kernel similarity measure 

The learned graph S was fed to the sequence of graph convolutional 
layers where the kth GC layer was defined as: 

Pk+1 = σ

⎛

⎝D− 1
2SD− 1

2PkWk

⎞

⎠ (11)  

where D is a normalization matrix with di =
∑n

j=1Sij, Pk denotes the kth 

layer features, σ(•) is the activation function, and Wk represents the 
model filters to be learnt. The GC layers were followed by a fully con
nected SoftMax layer where the output was formulated as: 

O = SoftMax

⎛

⎝D− 1
2SD− 1

2Pf Wf

⎞

⎠ (12)  

where D is a normalization matrix with di =
∑n

j=1Sij, Pk denotes the final 
layer features, Wf denotes the weight matrix, and final output O ∈ Rn×c 

denotes the label prediction for all the n data vectors. It may be noted 
that the entire model (latent-graph learning and graph convolution 
classifier) was trained in an end-to-end manner backpropagating 
directly through the graph adjacency. The loss function for jointly 
optimizing the graph learning and graph convolution networks was 
modelled as: 

Lgraph =
∑

i∈L

∑c

j=1
YijlnOij +

∑L

i,j=1
‖pi − pj‖

2
2Sij +Y ‖ S‖F (13)  

where L indicates the set of labelled nodes, c is the number of classes, Yij 
denotes the label of the ith sample for the jth class, and O is the output of 
the final perceptron layer, S denotes the graph matrix, ϒ denotes the 
scaling factor, ‖ .‖2 denotes the L2 norm, ‖ .‖F is the Frobenius norm, and 
pi and pj respectively denote the projected latent vector representations 
of the ith and jth data points. 

5. Experimental setup 

The proposed approach experimented on different simulated and 
real datasets. The architectures, as well as hyper parameters, were fine- 
tuned in accordance with the datasets. The labelled and unlabeled 

samples were used for training the GAN- and VAE-based discriminative 
latent space transformations as well as the guided transformation-based 
approach. The transformed labelled cross-modal samples were used for 
training the graph generation and convolution. 

5.1. Fusion of simulated multispectral and hyperspectral dataset 

The implementation of the proposed frameworks for simulated 
datasets is summarized in Table 1. The optimal configuration of each of 
the proposed latent space transformations (GAN- based, VAE-based and 
feed forward network-based guided transformation) and graph- 
embedding were estimated through hyper-parameter optimization pro
posed in Bochinski et al. [5]. An early stopping framework using k-fold 
validation formed the basis of the parameter selection. The general 
convolutional layers were followed by spatial batch normalizations and 
parametric ReLU (PReLU) nonlinearity while the output layer applied 
the sigmoid activation. Besides, the convolutional layers adopted a 
stride of one in all cases except for downscaling where the stride was set 
to two. 

The implementation of the proposed GAN-based cross-modal trans
formation (Section 4.1.) for simulated datasets constituted of bi- 
directional convolutional generators and a CNN-based discriminator as 
shown in Table 1. The generators were implemented as consisting of a 
14-layer encoder-decoder network separated by a feature mapping 
layer. The transformation of multispectral UAV samples to hyperspectral 
spectra was implemented using a sequence of convolutional, deconvo
lutional and residual units. The encoder-decoder network, employed for 
the transformation of hyperspectral spectra to multispectral spectra, 
constituted of a series of convolutional and residual units. The residual 
blocks had 2 convolutional layers each followed by batch norm and 
PReLU activation layers. For the discriminative network, a stack of 
convolutional layers followed by a fully connected network were 
employed. The network was trained for 300 epochs with an initial 
learning rate of 0.01 and a decay rate 0.8 every 100 epochs with a batch 
size 100. 

The variational approach, discussed in Section 4.2, adopted a joint 
encoding decoding network, as summarized in Table 1, to transform the 
multispectral image patches to a high dimensional latent space through 
adversarially matching the generated manifolds with that of the ground- 
measured spectra. The proposed implementation for simulated datasets 
constituted of 2D convolutional units followed by a sequence of 1D 

Fig. 5. Proposed graph embedding and graph convolutional framework.  

Ω(ps, pt) =
1
n2

s

∑ns

i=1

∑ns

j=1
K
(

ps
i , ps

j

)
+

1
n2

t

∑nt

i=1

∑nt

j=1
K
(

pt
i, pt

j

)
−

2
nsnt

∑nt

i=1

∑ns

j=1
K
(

ps
i , p

t
j

)
(10)   
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Table 1 
Implementation details of the proposed latent space transformations for the fusion of simulated datasets.  

Network Steam Network Configuration      

GAN-based latent space transformation Stream Encoder      
Generator for ground spectra 
samples 

Layer Type # Features 
In 

# Features 
Out 

Kernel 
Size   

1 Conv2D 5 × 5 × 15 1 × 120 5 × 5   
2 Conv1D 1 × 120 256 × 60 1 × 5   
3 Conv1D 256 × 60 512 × 60 1 × 5   
4 DeConv1D 512 × 60 256 × 120 1 × 5   
5 Residual units 256 × 120 256 × 120 1 × 5   
6 Residual units 256 × 120 256 × 120 1 × 5   
7 Residual units 256 × 120 256 × 120 1 × 5   
8 Residual units 256 × 120 256 × 60 1 × 5   
Feature mapping 
Layer       
1 DeConv1D 256 × 60 128 × 120 1 × 5   
2 Conv1D 128 × 120 128 × 120 1 × 5   
Decoder       
Layer Type # Features 

In 
# Features 
Out 

Kernel 
size   

1 Residual units 128 × 120 128 × 120 1 × 5   
2 Residual units 128 × 120 128 × 120 1 × 5   
3 Residual units 128 × 120 128 × 120 1 × 5   
4 Residual units 128 × 120 128 × 60 1 × 5   
5 DeConv1D 128 × 60 64 × 120 1 × 5   
6 DeConv1D 64 × 120 16 × 240 1 × 5   
7 Conv1D 16 × 240 1 × 120 1 × 5  

Generator for UAV spectra samples Encoder       
Layer Type # Features 

In 
# Features 
Out 

Kernel 
Size   

1 Conv1D 1 × 120 64 × 120 1 × 5   
2 Conv1D 64 × 120 128 × 120 1 × 5   
3 Conv1D 128 × 120 256 × 120 1 × 5   
4 Residual units 256 × 120 256 × 120 1 × 5   
5 Residual units 256 × 120 256 × 120 1 × 5   
6 Residual units 256 × 120 256 × 120 1 × 5   
7 Residual units 256 × 120 256 × 120 1 × 5   
Feature mapping 
Layer       
1 Conv1D 256 × 120 256 × 60 1 × 5   
2 Conv1D 256 × 60 128 × 60 1 × 5   
Decoder       
Layer Type # Features 

In 
# Features 
Out 

Kernel 
size   

1 Residual units 128 × 60 128 × 60 1 × 5   
2 Residual units 128 × 60 128 × 60 1 × 5   
3 Residual units 128 × 60 128 × 60 1 × 5   
4 Residual units 128 × 60 64 × 60 1 × 5   
5 Conv1D 64 × 60 32 × 30 1 × 5   
6 Conv1D 32 × 30 16 × 15 1 × 5   
7 Conv1D 16 × 15 1 × 15 1 × 5  

Discriminator 1 Conv1D 1 × 120 128 × 120 1 × 5   
2 Conv1D 128 × 120 256 × 60 1 × 5   
3 Conv1D 256 × 60 64 × 30 1 × 5   
4 Conv1D 64 × 30 32 × 30 1 × 5   
5 Fully 

connected 
– – – 

VAE-based latent space transformation  Encoder-Decoder       
Layer Type # Features 

In 
# Features 
Out 

Kernel 
Size   

1 Conv2D 5 × 5 × 15 1 × 120 5 × 5   
2 Conv1D 1 × 120 128 × 120 1 × 5   
3 Conv1D 128 × 120 256 × 120 1 × 5   
4 DeConv1D 256 × 120 128 × 240 1 × 5   
5 DeConv1D 128 × 240 128 × 240 1 × 5   
6 Conv1D 128 × 120 256 × 120 1 × 5   
7 Conv1D 256 × 120 256 × 60 1 × 5   
8 Conv1D 256 × 60 128 × 30 1 × 5   
9 Conv1D 128 × 60 64 × 30 1 × 5   
10 Conv1D 64 × 30 16 × 15 1 × 5   
11 Conv1D 16 × 15 1 × 15 1 × 5   
Discriminator       
Layer Type # Features 

In 
# Features 
Out 

Kernel 
size   

1 Conv1D 256 × 60 128 × 60 1 × 5   
2 Conv1D 128 × 60 64 × 30 1 × 5 

(continued on next page) 
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convolutions and deconvolutions. The discriminator for adversarially 
refining the latent space constituted of a sequence of 1D convolutions 
followed by a fully connected feed-forward network. The optimal 
number of epochs, learning rate, decay rate and batch size were 
respectively set to 200, 0.01, 0.8 and 100. 

The guided transformation (Section 4.3) used a 6-layered convolu
tional network followed by a fully connected stream to map the UAV- 
based latent space to the ground-measured spectra-based latent mani
fold. The PReLU was used as the activation function except for the 
output layers which used a sigmoid activation. The network was trained 
for 250 epochs with an initial learning rate of 0.01 and a decay rate 0.5 
every 100 epochs with a batch size 50. 

The graph generation and graph convolutional layers, employed to 
process the latent representations (as discussed in Section 4.4), were 
respectively set to have 3 and 5 layers. The projection, graph generation 
and graph convolution layers were trained in an end-to-end manner. The 
configuration of the adopted model for the simulated datasets is sum
marized in Table 2. For the graph convolution layers, a 5-neighbor 
approach was adopted. The model was trained for 300 epochs opti
mizing the loss using Adam Optimizer with a learning rate of 0.1 
reduced to 0.001 at the intervals of 100 epochs in a piecewise constant 
fashion. 

5.2. Fusion of multispectral UAV data with ground measured 
hyperspectral spectra 

The implementation of the proposed GAN- and VAE-based frame
works for the fusion of multispectral UAV data with ground measured 
hyperspectral is summarized in Table 2. The implementation details and 
architectures are almost similar to the ones adopted for the fusion of the 
simulated data (Tables 3 and 5). 

The proposed feed-forward network-based guided transformation 
(Section 4.3) used an 8-layered feed-forward network to map the UAV- 
based latent space to the ground-measured spectra-based latent mani
fold. The PReLU was used as the activation function expect for the 
output layers which used a sigmoid activation. The network was trained 
for 300 epochs with an initial learning rate of 0.01 and a decay rate 0.5 
every 100 epochs with a batch size 100. 

The depth of the graph generation and graph convolutional layers, 
employed to process the latent representations (as discussed in Section 
4.4), were respectively set to 3 and 6. The details of the adopted network 
configuration is presented in Table 4. A 7-neighbor approach was 
adopted for implementing the graph convolution stream. The model was 
trained in an end-to-end manner for 200 epochs using Adam Optimizer 
with a learning rate of 0.1 reduced to 0.001 at the intervals of 100 
epochs in a piecewise constant fashion. 

5.3. Classification of airborne hyperspectral data 

The airborne datasets were mainly used to evaluate the effectiveness 
of the proposed approach in addressing domain bias. The latent graph 
generation (discussed in Section 4.4) was proposed to address the 
domain bias when the training samples were scarce and were of different 
distribution. In this regard, a few labelled samples (≤ 5%) were 
employed for training. The graph generation and graph convolutional 
layers, employed to process the latent representations, were set to have 4 
and 6 layers respectively. The graph embedding and graph convolu
tional layers were trained in an end-to-end manner. A 5-neighbor 
approach was adopted with a learning rate of 0.1 reduced to 0.001 at 
the intervals of 100 epochs in a piecewise constant fashion. The model 
was trained for 200 epochs optimizing the loss using Adam Optimizer. 

6. Results and discussion 

To verify the effectiveness of the proposed methods, extensive ex
periments were conducted on the standard benchmark as well as real- 
world datasets. The Sections 6.1.1, 6.2.1 and 6.3.1 present detailed 
parameter analyses of the proposed approach for different datasets, 
Sections 6.1.2, 6.2.2 and 6.3.2 present a detailed analysis of the pro
posed constraints and regularizations over different datasets, and com
parisons with some baseline methods for each dataset are discussed in 
Sections 6.1.3, 6.2.3 and 6.3.3. 

The proposed approach was analyzed based on their effectiveness in 
classifying the spectrally coarse multispectral images using the prior 

Table 1 (continued ) 

Network Steam Network Configuration        

3 Conv1D 64 × 30 32 × 15 1 × 5   
4 Conv1D 32 × 15 16 × 15 1 × 5   
5 Fully 

connected 
16 × 15 – – 

Feed forward network-based guided 
transformation  

1 Conv1D 1 × 30 256 × 30 1 × 5   

2 DeConv1D 256 × 30 256 × 30 1 × 5   
3 Conv1D 256 × 30 256 × 60 1 × 5   
4 Conv1D 256 × 60 128 × 60 1 × 5   
5 Conv1D 128 × 60 64 × 60 1 × 5   
6 Conv1D 64 × 60 32 × 60 1 × 5   
7 Fully 

connected 
– – –  

Table 2 
Implementation details of the proposed latent graph generation and convolution 
module for the fusion of simulated datasets.  

Network 
Steam 

Network Configuration 

Graph 
embedding 
stream 

Layer Type # 
Features 
In 

# 
Features 
Out 

Kernel 
Size 

1 Fully 
connected 
network layer 

– – – 

2 Fully 
connected 
network layer 

– – – 

3 Fully 
connected 
network layer 

– – – 

Graph 
convolution 
stream 

Layer Type # 
Features 
In 

# 
Features 
Out 

Kernel 
Size 

1 Graph 
Convolution 

32 × 32 ×
64 

32 × 32 ×
16 

5 × 5 

2 Graph 
Convolution 

32 × 32 ×
16 

16 × 16 ×
16 

5 × 5 

3 Graph 
Convolution 

16 × 16 ×
16 

16 × 16 ×
8 

5 × 5 

4 Graph 
Convolution 

16 × 16 ×
8 

8 × 8 × 4 5 × 5 

5 Fully 
connected 
network 

8 × 8 × 4 – –  
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Table 3 
Implementation details of the proposed latent space transformations for the fusion of the ground-measured hyperspectral spectra and UAV multispectral spectra.  

Latent space transformation Network Configuration      

GAN-based latent space transformation Stream Encoder      
Generator for ground spectra 
samples       
Layer Type # Features In # Features 

Out 
Kernel Size    

1 Conv2D 5 × 5 × 5 1 × 256 5 × 5   
2 Conv1D 1 × 256 256 × 128 1 × 5   
3 Conv1D 256 × 128 512 × 64 1 × 5   
4 DeConv1D 512 × 64 256 × 128 1 × 5   
5 DeConv1D 256 × 128 128 × 256 1 × 5   
6 Residual units 128 × 256 128 × 256 1 × 5   
7 Residual units 128 × 256 128 × 256 1 × 5   
8 Residual units 128 × 128 128 × 64 1 × 5   
9 Residual units 128 × 64 256 × 64 5 × 5   
Feature mapping 
Layer       
1 DeConv1D 256 × 64 128 × 128 1 × 5   
2 DeConv1D 128 × 128 64 × 256 1 × 5   
3 Conv1D 64 × 256 64 × 128 1 × 5   
Decoder       
Layer Type # Features 

In 
# Features 
Out 

Kernel 
size   

1 Residual units 64 × 128 64 × 128 1 × 5   
2 Residual units 64 × 128 64 × 128 1 × 5   
3 Residual units 64 × 128 64 × 128 1 × 5   
4 Residual units 64 × 128 64 × 64 1 × 5   
5 DeConv1D 64 × 64 64 × 128 1 × 5   
6 DeConv1D 64 × 128 64 × 256 1 × 5   
7 Conv1D 64 × 256 32 × 128 1 × 5   
8 DeConv1D 32 × 128 1 × 128 1 × 5  

Generator for multispectral 
UAV samples 

Encoder       

Layer Layer Layer Layer Layer   
1 Conv1D 1 × 128 64 × 128 1 × 5   
2 Conv1D 64 × 128 128 × 128 1 × 5   
3 Conv1D 128 × 128 256 × 64 1 × 5   
4 Residual units 256 × 64 256 × 64 1 × 5   
5 Residual units 256 × 64 256 × 64 1 × 5   
6 Residual units 256 × 64 256 × 64 1 × 5   
7 Residual units 256 × 64 256 × 64 1 × 5   
Feature mapping 
Layer       
1 Conv1D 256 × 64 128 × 64 1 × 5   
2 Conv1D 128 × 64 64 × 64 1 × 5   
Decoder       
Layer Layer Layer Layer Layer   
1 Residual units 64 × 64 64 × 32 1 × 5   
2 Residual units 64 × 32 64 × 32 1 × 5   
3 Residual units 64 × 32 64 × 32 1 × 5   
4 Residual units 64 × 32 64 × 32 1 × 5   
5 Conv1D 64 × 32 128 × 16 1 × 5   
6 Conv1D 128 × 16 64 × 16 1 × 5   
7 Conv1D 64 × 16 1 × 8 1 × 5   
8 Fully connected 

network 
1 × 8 1 × 5 –        

Discriminator 1 Conv1D 1 × 128 128 × 128 1 × 5    
2 Conv1D 128 × 128 64 × 128 1 × 5   
3 Conv1D 64 × 128 32 × 64 1 × 5   
4 Conv1D 32 × 64 16 × 32 1 × 5   
5 Fully connected – – – 

VAE-based latent space transformation  Encoder-Decoder       
Layer Type # Features 

In 
# Features 
Out 

Kernel 
Size   

1 Conv2D 5 × 5 × 5 1 × 256 5 × 5   
2 Conv1D 1 × 256 128 × 256 1 × 5   
3 Conv1D 128 × 256 256 × 128 1 × 5   
4 DeConv1D 256 × 128 128 × 256 1 × 5   
5 DeConv1D 128 × 256 128 × 256 1 × 5   
6 Conv1D 128 × 256 64 × 256 1 × 5   
7 Conv1D 64 × 256 32 × 128 1 × 5   
8 Conv1D 32 × 128 32 × 64 1 × 5   
9 Conv1D 32 × 64 32 × 32 1 × 5   
10 Conv1D 32 × 32 16 × 32 1 × 5 

(continued on next page) 
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derived from the spectrally fine hyperspectral spectra. Hence, confusion 
matrix-based Kappa statistics and overall accuracy were used for eval
uating the accuracy of different approaches. Kappa is similar to overall 
accuracy except that it is normalized at the baseline of the chance 
agreement for the given dataset. Kappa ranges from 0 to 1. A higher 
value of the kappa and overall accuracy indicate a better classification 
(McHugh, [27]). As the proposed approach focuses on the use of 
multi-sensor data for improving the classification performance, the ex
periments adopted in this study used classification-based accuracy 
measures. For comparing the approaches, which do not give classifica
tion results, with the proposed approaches, a support vector machine 
(SVM)-based classifier was used to classify the fused data. The SVM 
implementations, reported in this study, adopted RBF kernels and 
one-vs-one multi-class classification strategy. A Bayesian 
hyper-parameter optimization (Czarnecki et al., [8]) was used to 

finetune the values of parameters such as the regularization strength (C) 
(in the range [10− 2 - 104]) and the width of the RBF kernel (γ) (in the 
range [2 − 5 – 24]). The number of iterations for hyperparameter opti
mization was set to 200. 

6.1. Results on simulated datasets 

The spectrally and spatially downscaled standard datasets along with 
their corresponding original high spectral resolution samples (as dis
cussed in Section 3.1) were used for analyzing the proposed approaches. 

6.1.1. Network parameter analysis 
Analysis of the sensitivity of the latent space transformation 

Table 3 (continued ) 

Latent space transformation Network Configuration        

11 Conv1D 16 × 32 16 × 16 1 × 5   
12 Conv1D 16 × 16 1 × 16 1 × 5   
13 Fully connected 

network 
1 × 16 – –   

Discriminator       
Layer Type # Features 

In 
# Features 
Out 

Kernel 
Size   

1 Conv1D 32 × 128 256 × 64 1 × 5   
2 Conv1D 256 × 64 128 × 32 1 × 5   
3 Conv1D 128 × 32 64 × 16 1 × 5   
4 Conv1D 64 × 16 32 × 16 1 × 5   
5 Fully connected 32 × 16 – – 

Feed forward network-based guided 
transformation  

1 Conv1D 1 × 5 256 × 15 5 × 5   

2 DeConv1D 256 × 15 128 × 30 1 × 5   
3 DeConv1D 128 × 30 128 × 60 1 × 5   
4 Conv1D 128 × 60 64 × 60 1 × 5   
5 Conv1D 64 × 60 32 × 60 1 × 5   
6 Conv1D 32 × 60 8 × 60 1 × 5   
7 Fully connected – – –  

Table 4 
Implementation details of the proposed latent graph generation and convolution 
module for the multispectral UAV datasets with hyperspectral data.  

Stream Network Configuration 

Graph 
embedding 
stream 

Layer Type # 
Features 
In 

# 
Features 
Out 

Kernel 
Size 

1 Fully 
connected 
network layer 

– – – 

2 Fully 
connected 
network layer 

– – – 

3 Fully 
connected 
network layer 

– – – 

Graph 
convolution 
stream 

Layer Type # 
Features 
In 

# 
Features 
Out 

Kernel 
Size 

1 Graph 
Convolution 

32 × 32 ×
64 

32 × 32 ×
32 

5 × 5 

2 Graph 
Convolution 

32 × 32 ×
32 

16 × 16 ×
32 

5 × 5 

3 Graph 
Convolution 

16 × 16 ×
32 

16 × 16 ×
8 

5 × 5 

4 Graph 
Convolution 

16 × 16 ×
8 

8 × 8 × 8 5 × 5 

5 Graph 
Convolution 

8 × 8 × 8 8 × 8 × 4 5 × 5 

6 Fully 
connected 
network 

8 × 8 × 4 – –  

Table 5 
Implementation details of the proposed graph embedding and graph convolu
tional for the classification of airborne hyperspectral spectra.  

Stream Network Configuration 

Graph 
embedding 
stream 

Layer Type # 
Features 
In 

# 
Features 
Out 

Kernel 
Size 

1 Fully 
connected 
network layer 

– – – 

2 Fully 
connected 
network layer 

– – – 

3 Fully 
connected 
network layer 

– – – 

4 Fully 
connected 
network layer 

– – – 

Graph 
convolution 
stream 

Layer Type # 
Features 
In 

# 
Features 
Out 

Kernel 
Size 

1 Graph 
Convolution 

32 × 32 ×
64 

32 × 32 ×
128 

5 × 5 

2 Graph 
Convolution 

32 × 32 ×
128 

32 × 32 ×
64 

5 × 5 

3 Graph 
Convolution 

32 × 32 ×
64 

16 × 16 ×
64 

5 × 5 

4 Graph 
Convolution 

16 × 16 ×
64 

16 × 16 ×
16 

5 × 5 

5 Graph 
Convolution 

16 × 16 ×
16 

8 × 8 × 4 5 × 5 

6 Fully 
connected 
network 

8 × 8 × 4 – –  
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networks (GAN, VAE, and guided latent space projection) showed that 
increase in network depth, the number of filters and filter-size improved 
the accuracy to a limit beyond which it deteriorated or saturated. The 
use of multi-sized kernels was found to be a viable alternative as it 
significantly improved the results without significantly affecting the 
execution time. An illustration of the sensitivity analysis of the network 
layers toward network parameters for the Indian Pines and Pavia dataset 
is presented in Fig. 6. Experiments indicated that among the proposed 

cross-modal generative approaches, VAE based approach was less sen
sitive to the network depth as compared to GAN. The graph generation 
and graph convolutional network were less sensitive to the network 
parameters. The increase in kernel size as well as number of kernels 
improved the accuracy to a limit, but the trend saturated gradually. 

6.1.2. Analysis of the effect of loss functions and constraints 
In this study, different alternate regularizations and losses experi

mented with respect to the proposed approach and the results are 
summarized in Table 6. The use of cycle consistency constraint and MK- 
MMD, for GAN-based latent space transformation, had significantly 
improved the accuracy. The approach improved the generalizability as 
the discrepancy in source and target samples along with domain bias in 
input modality was resolved to an extent. The results also indicated that 
the use of JS divergence, in computing the VAE based shared latent 
space projection, improved the accuracy when compared to the use of 
KL divergence. The refinement of graph convolutional networks using 
MMD had significantly reduced the misclassifications. In addition, the 
use of DTW instead of Euclidean distance measure, in graph embedding, 
considered the multimodal nature of the samples and resulted in 
improved classification accuracy. 

6.1.3. Comparison with the state of the art 
The prominent approaches, applicable to multimodal data classifi

cation, were compared with the proposed approaches. The imple
mentation details of all the benchmark approaches were adopted from 
the corresponding literatures. It may be noted that some of the bench
mark approaches were modified to consider multispectral images and 
point hyperspectral data (ground measured spectra). This was accom
plished using additional convolutional streams for transforming the 
multispectral patches to 1D spectra. Hyper-parameter optimization, 
proposed in Bochinski et al. [5], was employed to find the optimal 
parameter settings of the different approaches considered in this study. 
For the fusion techniques which did not yield classification results, an 
SVM classifier was adopted to classify the fused images. 

The prominent hyperspectral PAN sharpening approaches such as 
Vivone, and Chanussot [37], Hong et al. [[17]b], He et al. [13], Restaino 
et al. [31], and Zheng et al. [50] were taken as the benchmarks. The 

Fig. 6. Analysis of the sensitivity of the approach towards the depth of the network layers, Size of filters, and the number of filters for the Indian Pines dataset (a-c) 
and Pavia dataset (d -f) (in some cases the symbols are overlapping) *.*GAN, VAE and GCN denote the generative adversarial networks, variational autoencoder and 
graph convolutional layers respectively. 

Table 6 
Analysis of loss functions and constraints.  

Dataset Losses/Constraints Kappa 
statistics (K) 

Overall 
Accuracy 

Indian 
Pines* 

GAN without cycle consistency 
constraint 

0.88 91.23 

GAN without MK-MMD 0.89 93.40 
VAE without JS divergence 0.90 94.57 
GCN without MMD** 0.92 95.08 
Proposed Implementation*** 0.94 97.92 

Salinas* GAN without cycle consistency 
constraint 

0.89 92.34 

GAN without MMD 0.91 93.46 
VAE without JS divergence 0.93 95.08 
GCN without MMD** 0.95 96.90 
Proposed Implementation*** 0.98 99.28 

Pavia 
centre* 

GAN without Cycle consistency 
constraint 

0.86 88.56 

GAN without MMD 0.88 90.19 
VAE without JS divergence 0.91 93.40 
GCN without MMD** 0.92 94.56 
Proposed Implementation*** 0.93 97.84 

KSC* GAN without Cycle consistency 
constraint 

0.88 90.34 

GAN without MMD 0.91 94.46 
VAE without JS divergence 0.93 95.70 
GCN without MMD** 0.93 95.19 
Proposed Implementation*** 0.95 98.87 

*Data spectrally downscaled to 45 bands. 
**GCN denotes the graph convolutional and generation layers. 
***Generative adversarial network (GAN), variational autoencoder (VAE) and 
guided projection resulted in similar results for more than 60% cross-domain 
training samples. 
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Table 7 
Comparative evaluation of the proposed approach with prominent baseline approaches on simulated datasets for 60% of the training samples*#$.  

Dataset Method K OA T Method K OA T 

[45] Zhang et al. [46] ].79 83.42 128 Ding and Fu [10] 0.90 92.14 298 
Zhang et al. (2019a) 0.81 84.36 296 Liu and Qin [22] 0.90 93.20 352 
Liu et al. [23] 0.78 81.23 386 Shi et al. [35] 0.89 92.38 456 
Deng et al. [9] 0.86 89.09 270 He et al. [14] 0.91 93.67 569 
Sutter et al. [36] 0.88 90.15 387 Hong et al. (2020b) [17] 92.49 407 
Hong et al. [18] 0.85 88.19 254 He et al. [13] 0.88 90.06 380 
Huang et al. [14] 0.87 90.86 393 Restaino et al. (2020) 0.89 92.69 423 
Vivone, and Chanussot [37] 0.90 92.14 465 Zheng et al. [50] 0.91 94.73 305 
Zhao et al. (2020) 0.91 93.58 580 Proposed approach*** 0.94 97.92 189 

[45] Zhang et al. [46] ].85 90.45 94 Ding and Fu [10] 0.94 95.60 163 
Zhang et al. (2019a) 0.86 88.91 186 Liu and Qin (2020) 0.93 95.17 327 
Liu et al. [23] 0.85 89.57 251 Hong et al. [18] 0.89 92.36 209 
Deng et al. (2020) 0.86 88.09 153 He et al. [13] 0.93 94.67 265 
Sutter et al. (2020) 0.90 92.34 247 Hong et al. (2020b) [17] 92.34 347 
Hong et al. [18] 0.92 94.56 285 He et al. (2020) 0.92 95.46 189 
Huang et al. (2020) 0.92 95.09 336 Restaino et al. (2020) 0.91 93.90 234 
Vivone, and Chanussot (2020) 0.90 92.19 309 Zheng et al. (2020) 0.94 95.63 292 
Zhao et al. (2020) 0.93 95.67 412 Proposed approach*** 0.98 99.28 128 

[45] Zhang et al. [46] ].84 88.34 164 Ding and Fu [10] 0.90 92.36 296 
Zhang et al. (2019a) 0.85 89.56 235 Liu and Qin (2020) 0.91 93.67 417 
Liu et al. [23] 0.87 90.43 391 Hong et al. [18] 0.89 92.44 329 
Deng et al. (2020) 0.88 92.90 261 He et al. (2020) 0.87 91.08 308 
Sutter et al. (2020) 0.89 91.08 386 Hong et al. (2020b) [17] 90.64 461 
Hong et al. [18] 0.90 92.34 345 He et al. [13] 0.91 93.45 260 
Huang et al. (2020) 0.91 93.56 489 Restaino et al. (2020) 0.90 92.18 362 
Vivone, and Chanussot (2020) 0.89 91.08 396 Zheng et al. (2020) 0.91 93.60 391 
Zhao et al. (2020) 0.88 90.47 567 Proposed approach*** 0.93 97.84 215 

[45] Zhang et al. (2020) ].89 92.13 207 Ding and Fu [10] 0.91 93.16 342 
Zhang et al. (2019a) 0.89 94.36 359 Liu and Qin [22] 0.93 94.50 589 
Liu et al. [23] 0.90 93.53 436 Hong et al. [18] 0.92 94.82 416 
Deng et al. [9] 0.87 92.41 340 He et al. (2020) 0.89 91.56 489 
Sutter et al. [36] 0.89 94.16 457 Hong et al. (2020b) [17] 94.48 587 
Hong et al. [18] 0.90 93.72 389 He et al. [13] 0.92 95.06 345 
Huang et al. [19] 0.89 94.18 493 Restaino et al. [31] 0.93 96.42 468 
Vivone, and Chanussot (2020) 0.92 93.45 581 Zheng et al. [50] 0.93 95.09 471 
Zhao et al. [49] 0.91 93.60 673 Proposed approach*** 0.95 98.95 367  

Fig. 7. Comparative analysis of the proposed approach on (a) Pavia dataset, (b) Indian Pines dataset and (c) Salinas dataset.*Methods implemented based on the 
available GitHub implementations and were fine-tuned with respect to the related publications. **Data spectrally downscaled to 15 bands. ***Latent space trans
formation implemented using cross-modal generation. #Support vector machine (SVM) classifier is used for transforming the output of general fusion approaches to 
classified maps. $ K denotes kappa statistics, OA denotes overall accuracy, and T denotes the running time. 
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selected approaches have reported state-of-the-art results and most of 
them employed CNN-based architectures. In addition, an SVM-based 
classifier was used for transforming the fused data to classified maps. 
The results of the comparative analyses are summarized in Table 7 and 
Figs. 7 and 8. As is evident, the proposed approach gave better results 
than the baseline approaches over all the datasets considered. These 
results can be attributed to their ability to address the differences in 
spatial and spectral resolutions of the source and target domains. The 
proposed approach, specifically the use of guided transformation dis
cussed in Section 4.3, successfully fused point spectral data with mul
tispectral or hyperspectral image patches even when cross-domain 
correlation was limited. This can be attributed to the use of guided 
transformation avoiding complex generative strategies. The graph-based 
approach, proposed in this study, generated the graphs dynamically and 
predicted the labels by considering both the labelled and unlabeled data 
across different modalities. The source and target domain discrepancy, 
as well as the input modality differences, were effectively resolved with 
a minimal number of training samples. 

In addition to prominent hyperspectral PAN sharpening approaches, 
some of the recent multimodal classifiers for remote sensing data such as 
Ding and Fu [10], Liu and Qin [22], Zhang et al. [[47]b], Hong et al. 
[18] and He et al. [14] were also compared with the proposed ap
proaches. Most of these approaches tried to resolve the cross-domain 
biases and required extensive training samples. As is evident from the 
results in Table 7 and Figs. 7 and 8, the proposed strategies considered 
multimodal nature as well as domain discrepancy, and achieved better 
results as compared to the existing ones. These results can be attributed 
to the shared latent space transformations and to the dynamic graph 
generation and convolutions. The constraints and transformations used 
also significantly reduced the requirement of cross-domain training 
samples. Additionally, the incorporation of DTW as a similarity measure 
resolved the issues of spectral resolution differences and facilitated 

effective comparisons. 
The prominent multimodal fusion and domain adaptation tech

niques, in other domains, were also modelled for the remote sensing 
data for an effective comparison. In this regard, approaches such as 
Zhang et al. [46], Deng et al. [9], Ding and Fu (2020), Huang et al. [19], 
and Sutter et al. [36] were also compared with the proposed approaches. 
However, as is evident from Table 7 and Figs. 7 and 8, a simple adap
tation of these approaches to the remote sensing domain was not suffi
cient to consider the specific characteristics of the EO data, especially to 
resolve the resolution differences as well as the point and patch nature of 
the different modalities. The use of proposed architectures, end-to-end 
training strategy, latent space transformations, latent graph genera
tion, and graph-based labeling had given better results, even addressing 
the source and target domain discrepancies. The proposed guided 
transformation (Section 4.3) significantly addressed the issue of the 
scarcity of training samples as it does not involve complex generative 
architectures. 

A comparative analysis of the proposed latent space projection ap
proaches is presented in Fig. 9. The guided latent space projection was 
found to be effective when cross-domain training samples were scarce. 
However, VAE or GAN may be preferred when a sufficient number of 
training samples are available. Also, the guided transformation required 
the samples to be labelled while VAE and GAN used correlated but un
labeled samples. 

6.2. Fusion of multispectral UAV datasets with ground measured spectra 

To study the effectiveness of the proposed approach for real-world 
scenarios, multispectral UAV data, ground-measured spectral data and 
satellite data collected over agriculture plots were used. The UAV 
datasets collected over different plots along with a few ground measured 
spectra were used to classify different irrigation treatments. These image 

Fig. 8. Comparative analysis of the proposed approach on (a) Indian Pines and (b) KSC datasets.  

Fig. 9. Comparative analysis of the proposed latent space projection approaches for (a) Indian Pines dataset, (b) Salinas dataset and (c) KSC dataset*. *GAN and VAE 
denote the generative adversarial networks and variational autoencoder respectively. 
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datasets covering different irrigation traits in four spectral bands helped 
to evaluate the proposed frameworks in their capability in distinguish
ing the irrigation traits (which is otherwise possible only using an 
exceptionally fine spectral resolution). 

6.2.1. Network parameter analysis 
Analysis of the sensitivity of the network layers with respect to the 

network parameters for Plot-1 and Plot-2 are summarized in Fig. 10. As 
is evident from the results, an increase in network depth improved the 
accuracy to a limit beyond which it deteriorated. Similarly, an increase 
in kernel size, as well as number of kernels, improved the accuracy, but 
the trend saturated gradually. The guided latent space transformation 
network was less sensitive to parameter variations as compared to the 
VAE and GAN-based approaches. The graph generation and graph 
convolutional networks were also less sensitive to the network 
parameters. 

6.2.2. Analysis of the effect of loss functions and constraints 
As is evident from Table 8, the GAN-based implementation of latent 

space projection had resulted in improved Kappa statistics when the 
cycle consistency constraint was employed. In addition, the use of MK- 
MMD had also significantly improved the accuracy as it addresses the 
source and target discrepancy (training and testing domain) along with 
the domain bias (difference in the modality of input data). The use of JS 
divergence has resulted in better results when compared to the KL 
divergence-based discrepancy measure. As the inputs consisted of mul
tiple modalities, the use of MMD along with DTW-based similarity 
measure has significantly improved the generalization as well as the 
domain and source-target discrepancy. The approach had significantly 
reduced the requirement of training samples and gave a notable 
improvement in terms of Kappa measures in comparison with the state- 
of-the-art approaches, even when training samples were scarce. 

6.2.3. Comparison with the state of the art 
A comparison of the proposed approach with the prominent hyper

spectral PAN sharpening approaches, multimodal classification algo
rithms and fusion techniques are presented in Table 9 and Fig. 11. The 
implementation details of the benchmark approaches are similar to the 
discussion in Section 6.1.3. For benchmark fusion and sharpening 
techniques, an SVM classifier was employed to transform the results into 
classification maps. As is evident from the results and similar to the 
discussions in Section 6.1.3, the proposed approach gave better results 
than the baseline approaches. The superior performance of the proposed 
approach was evident especially when the number of cross-domain 
training samples were scarce. Even when the cross-domain samples 
were absent, the proposed guided latent transformation coupled with 
graph generation and convolution yielded accurate results. Further
more, this characteristic made the proposed strategy resilient to the co- 
registration errors prevalent in the multi-modal datasets. 

A comparative analysis of the proposed latent space projection ap
proaches is presented in Fig. 12. The guided transformation employed a 
smaller number of labelled uncorrelated samples of both domains for 
learning the transformation. The VAE- or GAN-based transformation 
may be preferred when enough training samples are available and 
labelled samples are scarce. 

Fig. 10. Analysis of the sensitivity of the approach towards depth of the network layers, size of filters, and number of filters for Plot-1 (a-c) and Plot-2 (d-f) datasets 
(in some cases the symbols are overlapping)*. *GAN, VAE and GCN denote the generative adversarial networks, variational autoencoder and graph convolu
tional layers. 

Table 8 
Analysis of loss functions and constraints.  

Dataset Losses/Constraints Kappa 
statistics 

Overall 
accuracy 

Plot-1 GAN without cycle consistency 
constraint 

0.90 92.08 

GAN without MK-MMD 0.90 93.34 
VAE without JS divergence 0.92 95.16 
GCN without MMD* 0.94 96.59 
Proposed Implementation** 0.96 98.20 

Plot-2 GAN without cycle consistency 
constraint 

0.88 90.74 

GAN without MK-MMD 0.92 94.61 
VAE without JS divergence 0.92 95.03 
GCN without MMD* 0.93 95.80 
Proposed Implementation** 0.96 97.26 

*GCN denotes the graph convolutional and generation layers. 
**GAN, VAE and guided projection resulted in similar results for more than 60% 
training samples. 
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6.3. Fusion of airborne dataset with ground measured spectra 

The hyperspectral airborne data collected over an almond orchard, 
located in Cordoba, southern Spain, at the Alameda del Obispo Research 
Station (37◦ 52′N, 4◦ 49′W) (Plot-3), was also employed to analyze the 
effectiveness of the proposed frameworks. This subsection analyzed the 
proposed approach for hyperspectral image classification when the 
training samples were limited with significant resolution differences. 

6.3.1. Network parameter analysis 
Analysis of the sensitivity of the network layers with respect to the 

network parameters for plot-3 is summarized in Fig. 13. As is evident 
from the results, an increase in network depth improved the accuracy to 
a limit beyond which it deteriorated. The increase in kernel size, as well 
as number of kernels, improved the accuracy to a limit, but the trend 
saturated gradually. As the graph generation and graph convolutional 
networks were only employed preceded by a two-stream shallow layer, 
the network was less sensitive to the parameters. 

6.3.2. Analysis of the effect of loss functions and constraints 
An illustration of the analysis of loss functions and constraints is 

presented in Table 10. The use of DTW improved the results significantly 

Table 9 
Comparative evaluation of the proposed approach with prominent baseline approaches for 60% training samples*.  

Dataset Method Kappa statistics Overall accuracy Time (s) Method Kappa statistics Overall accuracy Time (s) 

[45] Zhang et al. [46] ].78 80.15 283 Ding and Fu [10] 0.87 90.44 1509 
Zhang et al. (2019a) 0.79 82.54 612 Liu and Qin [22] 0.85 88.72 689 
Liu et al. [23] 0.83 86.18 856 Shi et al. [35] 0.85 88.49 915 
Deng et al. [9] 0.86 89.05 780 He et al. [14] 0.87 90.09 593 
Sutter et al. [36] 0.84 87.56 932 Hong et al. (2020b) [17] 95.27 328 
Hong et al. [18] 0.83 85.92 619 He et al. [13] 0.92 94.15 216 
Huang et al. [19] 0.87 89.04 823 Restaino et al. [31] 0.93 95.06 409 
Vivone, and Chanussot (2020) 0.85 88.15 905 Zheng et al. (2020) 0.94 95.71 364 
Zhao et al. (2020) 0.87 90.36 1285 Proposed approach** 0.96 98.09 390 

[45] Zhang et al. (2020) ].86 89.83 189 Ding and Fu [10] 0.87 89.29 1150 
Zhang et al. (2019a) 0.84 87.34 462 Liu and Qin (2020) 0.86 88.15 532 
Liu et al. [23] 0.85 87.90 690 Hong et al. [18] 0.87 90.40 764 
Deng et al. (2020) 0.87 89.46 580 He et al. (2020) 0.88 91.08 312 
Sutter et al. [36] 0.84 87.32 779 Hong et al. (2020b) [17] 93.36 408 
Hong et al. [18] 0.85 88.67 441 He et al. [13] 0.89 91.10 174 
Huang et al. (2020) 0.89 91.56 657 Restaino et al. [31] 0.90 92.45 319 
Vivone, and Chanussot (2020) 0.84 87.43 708 Zheng et al. (2020) 0.92 94.68 290 
Zhao et al. (2020) 0.86 89.05 345 Proposed approach** 0.96 97.26 201 

*Methods implemented based on the available GitHub implementations and were fine-tuned with respect to the related publications. 
**Latent space transformation implemented using cross-modal generation. 
$ K denotes kappa statistics, OA denotes overall accuracy, and T denotes the running time. 

Fig. 11. Comparative analysis of the proposed approach over the (a) Plot-1 and (b) Plot-2 data.  

Fig. 12. Comparative analysis of the proposed latent space projection approaches for (a) Plot-1 dataset (b) Plot-2 dataset.  
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as it effectively resolves the resolution biases. In addition, the consid
eration of MMD to resolve the source-target discrepancy, while 
embedding the graph in the latent space, also improved the classifica
tion accuracy. 

6.3.3. Comparison with the state of the art 
A comparison of the prominent benchmark approaches with the 

proposed approach with regard to the classification of airborne hyper
spectral imagery is presented in Fig. 14 and Table 11. The baseline ap
proaches were implemented in accordance with the corresponding 
literature and a brief discussion of the same is presented in Section 6.1.3. 
It may be noted that the results of some baseline fusion approaches were 
transformed using an SVM classifier to compare them with the proposed 
approaches. The proposed approach gave better results even with a 
limited number of training samples and can be attributed to the pro
posed non-generative architecture (Section 5.3). It may be noted that the 
training samples (source domain) had different spectral resolution as 
compared to the data to be classified. The improvement in classification 
results can be attributed to the proposed dynamic graph generation and 

Fig. 13. Analysis of the sensitivity of the approach towards (a) depth of the network layers, (b) size of filters, and (c) number of filters for Plot-3 dataset (in some 
cases the symbols are overlapping)*.*GAN, VAE and GCN denote the generative adversarial networks, variational autoencoder and graph convolutional layers. 

Table 10 
Analysis of loss functions and constraints.  

Losses/Constraints Kappa 
statistics 

Overall 
Accuracy 

GCN with Euclidean distance instead of DTW 0.87 90.05 
GCN without MMD* 0.88 92.47 
Proposed Implementation 0.93 96.84 

*GCN denotes the graph generation and convolutional layers. 

Fig. 14. Comparative analysis of the proposed approach for hyperspectral airborne (plot-3) data.  

Table 11 
Comparative evaluation of the proposed approach with prominent baseline approaches for 60% of the cross-domain samples*.  

Method Kappa statistics Overall accuracy Time (s) Method Kappa statistics Overall accuracy Time (s) 

Zhang et al. [46] 0.83 86.82 118 Ding and Fu [10] 0.93 95.18 380 
Zhang et al. (2019a) 0.84 87.08 154 Liu and Qin (2020) 0.86 89.53 245 
[[45]t al. ([23]] 0.82 85.67 206 Shi et al. [35] 0.87 90.28 312 
Deng et al. (2020) 0.83 86.74 180 He et al. (2020) 0.94 95.91 290 
Sutter et al. (2020) 0.85 88.90 132 Hong et al. (2020b) [17] 91.23 178 
Hong et al. [18] 0.84 86.23 179 He et al. [13] 0.94 96.69 216 
]uang et al. (2020) 0.85 88.90 203 Restaino et al. (2020) 0.93 95.14 169 
Vivone, and Chanussot (2020) 0.86 89.26 253 Zheng et al. (2020) 0.94 96.25 207 
Zhao et al. (2020) 0.93 95.47 465 Proposed approach** 0.98 99.44 190 

*Methods implemented based on the available GitHub implementations and were fine-tuned with respect to the related publications. 
**Latent space transformation implemented using guided projection. 
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DTW-based graph convolution along with other constraints which could 
effectively model the relations between the unlabeled and labelled 
source and target samples. Besides, the proposed approach did not 
require the multispectral and hyperspectral samples to have a perfect 
cross-domain correspondence and were resilient to the co-registration 
errors. 

7. Conclusions 

This study proposed shared latent space projection approaches for 
multimodal datasets resolving the issues of source-target and multi
modality biases. A latent graph generation and graph convolutional- 
based approach was also proposed to accurately predict the class la
bels by considering labelled and unlabeled samples. The proposed 
approach was performing with high quality even when the training 
samples were scarce. The cross-modal generative approaches using GAN 
and VAE, proposed in this study, performed well even with a smaller 
number of cross-domain samples as compared to the existing shared 
latent space projection approaches. This can be attributed to the fact that 
the generative frameworks can be trained with the unlabeled samples. 
The cycle consistency loss and the use of MMD measures improved the 
generalizability of the GAN-based transformations. The use of JS mea
sure and the concept of shared and discriminate latent spaces in VAE 
based approach improved the results. The generative transformation 
models employed unlabeled and a few labelled samples while the pro
posed covariance guided transformation required labelled samples. The 
convolutional layers, used in the proposed approaches, adopted an 
interpolation-based convolution to process the ground spectra effec
tively. It may be noted that the proposed covariance guided trans
formation eliminated the need for cross-domain training samples 
(samples having cross-domain correspondence) without much affecting 
the accuracy. The use of DTW-based similarity measure in graph gen
eration and graph convolutional layers suggested in this study, effec
tively addressed the source-target and multimodal domain mismatches. 
Experiments on simulated and real datasets illustrated that the proposed 
architectures and regularizations resolved the issue of cross-domain 
sample requirement which was a critical issue in the fusion of ground 
spectra with UAV or satellite images. In addition, the proposed approach 
outperformed the baseline PAN sharpening, fusion and domain adap
tation methods considered in this study owing to its capability in 
handling multimodal data and domain biases. The proposed approach 
can be extended to various analyses and applications requiring the 
fusion of multi-source data sets particularly when it is difficult to have 
training samples with cross-domain correlation. The interpolated 
convolution and DTW-based latent graph generation, adopted in this 
study, can be used for various time series or signal analyses. 
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